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Introduction

What Is Comparative Effectiveness Research?

Comparative effectiveness research (CER) has emerged as a major component of health care and policy research over the past two decades. Several definitions of CER have been proposed. The most widely used is the definition provided by the Institute of Medicine (IOM; now the National Academy of Medicine) committee convened to define national priorities for CER in 2009. According to this definition, “Comparative effectiveness research (CER) is the generation and synthesis of evidence that compares the benefits and harms of alternative methods to prevent, diagnose, treat, and monitor a clinical condition or to improve the delivery of care” [1]. According to the IOM report, CER is conducted in order to develop evidence that will aid patients, clinicians, purchasers, and health policy makers in making informed decisions. The overarching goal is to improve health care at both the individual and population levels.

Insofar as the focus of CER is on effectiveness, the contrast with efficacy needs to be made. Efficacy refers to the performance of a medical intervention under “ideal” circumstances, whereas effectiveness refers to the performance of the intervention in “real-world” clinical settings. With efficacy and effectiveness defining the two ends of a continuum, actual studies typically occupy one of the intermediate points. However, effectiveness trials are expected to formulate their aims and design based on the realities of routine clinical practice and to assess outcomes that are directly relevant to clinical decisions. Such trials are often termed “pragmatic clinical trials” in the CER lexicon [2].

In order to maintain the focus on effectiveness, CER studies involve populations that are broadly representative of clinical practice. CER also calls for comparative studies, including two or more alternative interventions with the potential to be the best practice and assessing both harms and benefits. CER studies often involve multiple arms and rarely include placebo arms. Importantly, CER aspires to focus on the individual rather than the average patient. As a result, the goal of CER is to develop as granular information as possible, in order to assist medical decision making for individuals. Comparative results on subgroups are very important in the CER context.
Patient-Centered Research and PCORI

Among several entities that promote and fund studies of comparative effectiveness, a central role was given to the Patient-Centered Outcomes Research Institute (PCORI). This institute, a public–private partnership, was established and funded by the Patient Protection and Affordable Care Act (PPACA) to conduct CER and generate information needed for healthcare and policy decision making under PPACA. PCORI developed its own formulation of CER with an emphasis on patient-centeredness. In this formulation, an overarching goal of CER is to provide information that will address the following main questions faced by patients: (a) Given my personal characteristics, conditions, and preferences, what should I expect will happen to me? (b) What are my options, and what are the potential benefits and harms of those options? (c) What can I do to improve the outcomes that are most important to me? (d) How can clinicians and the healthcare delivery systems they work in help me make the best decisions about my health and health care? [3]. An important caveat here is that the class of patient-centered outcomes is not the same as the class of patient-reported outcomes. In addition, PCORI asks that studies include a wide array of stakeholders besides patients, including family members, informal and formal caregivers, purchasers, payers, and policy makers, but the patient remains the key stakeholder.

Evolution of CER

As Greenfield and Sox noted in summarizing the IOM CER Committee Report, “Research that informs clinical decisions is everywhere, yet a national research initiative to improve decision making by patients and their physicians is a novel concept” [4]. Healthcare reform, and particularly the establishment of PCORI and consequently targeted funding, accentuated CER. Notably, funding related to CER is not restricted to PCORI. Other agencies have adopted the CER paradigm in funding announcements and also recommend the involvement of stakeholders in studies [5].

CER has evolved in the 6 years since healthcare reform. Researchers and the patient advocacy community are designing and conducting CER studies, as well as developing the methodology to conduct such studies. The PCORI legislation required that methodological standards for conducting CER be established by the PCORI Methodology Committee. Forty-seven standards were constructed [6], with a current revision ongoing. These standards have increased the attention on methods, and the quality of CER studies. Methodological work is especially focused on trial design, for example, adaptive
designs, as well as causal inference in the observational setting. As discussed in the next section, this book addresses these methodological issues and more.

The scientific literature has responded with several special issues devoted to CER, including *Health Affairs* in October 2010 and the *Journal of the American Medical Association (JAMA)* in April 2012. A journal devoted to CER, the *Journal of Comparative Effectiveness Research*, was established in 2012. The renewed focus on causal inference has increased methodological work and resulted in new journals as well, including *Observational Studies*, established in 2015.

In terms of data availability, particularly for the conduct of large pragmatic trials, PCORI has funded the construction of a national clinical data research network PCORnet to facilitate the analysis of electronic health records (EHRs) and claims [7]. Funding for training and education is now available, particularly via the Agency for Healthcare Research and Quality (AHRQ), which receives a portion of PCORI funding for such activities. AHRQ has funded a K12 Scholars Program on patient-centered outcomes research, for example. The interested reader may also wish to take advantage of the methodology standards curriculum [8] and the continuing medical education material [9] available at PCORI. Dissemination and implementation of CER results are still in their infancy, though the spotlight has now turned to these essential next steps.

---

**Scope and Organization of This Book**

CER encompasses a very broad range of types of studies. In particular, studies of comparative effectiveness can be experimental, notably randomized-controlled trials, or observational. The latter can be prospective studies, for example, involving registries and EHR databases, or postmarketing safety studies. They can also be retrospective, for example, involving the analysis of data from healthcare claims. Research synthesis occupies a significant place in CER, including the conduct of systematic reviews and meta-analyses. The use of modeling is increasingly important in CER given CER’s focus on decision making, including decision analysis and microsimulation modeling. Although the legal framework of PCORI does not cover cost-effectiveness analysis, the area is an important dimension of CER in the eyes of many in the research and health policy communities.

The choice of material and organization of this book is intended to cover the main areas of methodology for CER, to emphasize those aspects that are particularly important for the field, and to highlight their relevance to CER studies. Although the coverage of topics is not encyclopedic, we believe this book captures the majority of important areas.
The book is organized into four major sections. The first three cover the fundamentals of CER methods, including (I) Causal Inference Methods, (II) Clinical Trials, and (III) Research Synthesis. The fourth section is devoted to more specialized topics that round out the book. Each section contains several chapters written by teams of authors with deep expertise and extensive track record in their respective areas. The chapters are cross-referenced and provide an account of both theoretical and computational issues, always anchored in CER domain research. The chapter authors provide additional references for further study.

The book is primarily addressed to CER methodologists, quantitative trained researchers interested in CER, and graduate students in all branches of statistics, epidemiology, and health services and outcomes research. The intention is for the material to be accessible to anyone with a masters-level course in regression and some familiarity with clinical research.
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1.1 Introduction

Comparative effectiveness research (CER) is designed to inform healthcare decisions by providing evidence on the effectiveness, benefits, and harms of different treatment options [1]. While the typology of CER studies is broad, this chapter focuses on CER conducted using prospective or retrospective observational cohort studies where participants are not randomized to an intervention, treatment, or policy. We assume outcomes and covariates are measured for all subjects and there is no missing outcome or covariate information throughout; we also assume that the data are sampled from the target population—the population of all individuals for which the treatment may be considered for its intended purpose. Without loss of generality, we use the terms “control” and “comparator” interchangeably and focus on one
nontime-varying treatment. The scope of methods considered are limited to linear outcome models—a single treatment assignment mechanism model and a single linear outcome model.

An example involving the in-hospital complications of radial artery access compared to femoral artery access in patients undergoing percutaneous coronary interventions (PCI) illustrates ideas. Coronary artery disease can be treated by a PCI in which either a balloon catheter or a coronary stent is used to push the plaque against the walls of the blocked artery. Access to the coronary arteries via the smaller radial artery in the wrist, rather than the femoral artery in the groin, requires a smaller hole and may, therefore, reduce access-site bleeding, patient discomfort, and other vascular complications. Table 1.1 summarizes information for over 40,000 adults undergoing PCI in all nonfederal hospitals located in Massachusetts. The data are prospectively collected by trained hospital data managers utilizing a standardized collection tool, sent electronically to a data coordinating center, and adjudicated [2]. Baseline covariates measured include age, sex, race, health insurance information, comorbidities, cardiac presentation, and medications given prior to the PCI. Overall, radial artery access (new strategy) compared to femoral artery access (standard strategy) is associated with fewer in-hospital vascular and bleeding complications (0.69% vs. 2.73%). However, there is significant treatment selection—healthier patients are more likely to undergo radial artery access compared to those undergoing femoral artery access. Patients associated with radial artery access have less prior congestive heart failure, less left main coronary artery disease, and less shock compared to those undergoing femoral artery access. The CER question is: When performing PCI, does radial artery access cause fewer in-hospital complications compared to femoral artery access for patients with similar risk?

The remainder of the chapter provides the main building blocks for answering CER questions in settings exemplified by the radial artery access example—a single outcome with two treatment options. We sometimes refer to the two treatment groups as treated and comparator, exposed and unexposed, or treated and control. Notation is next introduced and the statistical causal framework is described. We adopt a potential outcomes framework to causal inference [3]. The underlying assumptions required for CER are discussed. We restrict our focus to several major classes of estimators, and note that we do not exhaustively include all possible estimators for our parameter of interest. Approaches for assessing the validity of the assumptions follow and methods are illustrated here using the PCI data.

1.2 Causal Model Basics

Assume a population of $N$ units indexed by $i$ each with an outcome, $Y_i$. In the radial artery example, units are subjects, and $Y_i = 1$ if subject $i$ had
### TABLE 1.1
Population Characteristics Stratified by Type of Intervention

<table>
<thead>
<tr>
<th></th>
<th>Intervention</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Radial</td>
<td>Femoral</td>
<td></td>
</tr>
<tr>
<td>Number of observations</td>
<td>5,192</td>
<td>35,022</td>
<td></td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mean age [SD]</td>
<td>63 [12]</td>
<td>65 [12]</td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>25.3</td>
<td>29.8</td>
<td></td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>89.6</td>
<td>89.4</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>3.3</td>
<td>3.2</td>
<td></td>
</tr>
<tr>
<td>Hispanic</td>
<td>4.3</td>
<td>3.5</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>2.8</td>
<td>3.9</td>
<td></td>
</tr>
<tr>
<td>Health insurance</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td>46</td>
<td>50.3</td>
<td></td>
</tr>
<tr>
<td>Commercial</td>
<td>4.8</td>
<td>13.4</td>
<td></td>
</tr>
<tr>
<td>Other</td>
<td>49.2</td>
<td>36.3</td>
<td></td>
</tr>
<tr>
<td>Comorbidities</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>33.1</td>
<td>32.7</td>
<td></td>
</tr>
<tr>
<td>Prior congestive heart failure</td>
<td>9.4</td>
<td>12.7</td>
<td></td>
</tr>
<tr>
<td>Prior PCI</td>
<td>2</td>
<td>34.3</td>
<td></td>
</tr>
<tr>
<td>Prior myocardial infarction (MI)</td>
<td>28.7</td>
<td>30.1</td>
<td></td>
</tr>
<tr>
<td>Prior coronary artery bypass surgery</td>
<td>8.4</td>
<td>15.7</td>
<td></td>
</tr>
<tr>
<td>Hypertension</td>
<td>79.6</td>
<td>80.7</td>
<td></td>
</tr>
<tr>
<td>Peripheral vascular disease</td>
<td>12.1</td>
<td>12.8</td>
<td></td>
</tr>
<tr>
<td>Smoker</td>
<td>24.8</td>
<td>23.1</td>
<td></td>
</tr>
<tr>
<td>Lung disease</td>
<td>13.7</td>
<td>14.4</td>
<td></td>
</tr>
<tr>
<td>Cardiac presentation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multivessel disease</td>
<td>10.3</td>
<td>10.9</td>
<td></td>
</tr>
<tr>
<td>Number of vessels &gt;70% stenosis</td>
<td>1.49</td>
<td>1.58</td>
<td></td>
</tr>
<tr>
<td>Left main disease</td>
<td>3.7</td>
<td>7.2</td>
<td></td>
</tr>
<tr>
<td>ST-segment elevated MI</td>
<td>38.9</td>
<td>42.6</td>
<td></td>
</tr>
<tr>
<td>Shock</td>
<td>0.44</td>
<td>1.8</td>
<td></td>
</tr>
<tr>
<td>Drugs prior to procedure</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Unfractionated heparin</td>
<td>87.3</td>
<td>61.7</td>
<td></td>
</tr>
<tr>
<td>Low-molecular-weight heparin</td>
<td>3.83</td>
<td>4.27</td>
<td></td>
</tr>
<tr>
<td>Thrombin</td>
<td>25.5</td>
<td>54.9</td>
<td></td>
</tr>
<tr>
<td>G2B3A inhibitors</td>
<td>26.7</td>
<td>26.8</td>
<td></td>
</tr>
<tr>
<td>Platelet aggregate inhibitors</td>
<td>85.8</td>
<td>86.6</td>
<td></td>
</tr>
<tr>
<td>Aspirin</td>
<td>98.2</td>
<td>97.5</td>
<td></td>
</tr>
<tr>
<td>In-hospital complication (%)</td>
<td>0.69</td>
<td>2.73</td>
<td></td>
</tr>
</tbody>
</table>

*Note:* All entries are percentages with the exceptions of number of observations, age, and number of vessels with >70% stenosis.
TABLE 1.2
Notation for the Potential Outcomes Framework to Causal Inference

<table>
<thead>
<tr>
<th>Notation</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T_i$</td>
<td>Binary treatment for unit $i$ ($1 =$ treatment; $0 =$ comparator)</td>
</tr>
<tr>
<td>$Y_i$</td>
<td>Observed outcome for unit $i$</td>
</tr>
<tr>
<td>$Y_{0i}$</td>
<td>Potential outcome for unit $i$ if $T_i = 0$</td>
</tr>
<tr>
<td>$Y_{1i}$</td>
<td>Potential outcome for unit $i$ if $T_i = 1$</td>
</tr>
<tr>
<td>$X_i$</td>
<td>Vector of pretreatment measured covariates for person $i$</td>
</tr>
<tr>
<td>$\mu_T$</td>
<td>$E_X(E(Y \mid T = t, X))$, marginal expected outcome under $t$</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>$\mu_1 - \mu_0$, causal parameter</td>
</tr>
</tbody>
</table>

a complication after PCI and 0 otherwise. Assume a binary-valued treatment such that $T_i = 1$ if the patient received the new treatment (e.g., radial artery access) and 0 (e.g., femoral artery access) otherwise. Approaches for treatments assuming more than two values, multivalued treatments, generalize from those based on binary-valued treatments (see References 4 and 5). Variables that are not impacted by treatment level and occur prior to treatment assignment are referred to as covariates. Let $X_i$ denote a vector of observed covariates, all measured prior to receipt of treatment. The notation is summarized in Table 1.2. Confounding occurs due to differences in the outcome between exposed and control populations even if there was no exposure. The covariates that create this imbalance are called confounders [6]. Another type of covariate is an instrumental variable that is independent of the outcome and correlated with the treatment (see Reference 7). A detailed discussion of methods for instrumental variables is provided in Chapter 2. Instrumental variables, when available, are used when important key confounders are unavailable; their use is not discussed here. In the radial artery example, $X$ includes age, race, sex, health insurance information, and cardiac and noncardiac comorbidities. Because there are two treatment levels, there are two potential outcomes for each subject [8]. Only one of the two potential outcomes will be observed for a unit.

1.2.1 Parameters

The idea underpinning a causal effect involves comparing what the outcome for unit $i$ would have been under the two treatments—the potential outcomes. Let $Y_{1i}$ represent the outcome for unit $i$ under $T_i = 1$ and $Y_{0i}$ for $T_i = 0$. The causal effect of the treatment on the outcome for unit $i$ can be defined in many ways. For instance, interest may center on an absolute effect, $\Delta_i = Y_{1i} - Y_{0i}$, the relative effect, $\Delta_i = Y_{1i}/Y_{0i}$, or on some other function of the potential outcomes. The fundamental problem of causal inference is that we only observe the outcome under the actual treatment observed for unit $i$, $Y_i = Y_{0i}(1 - T_i) + Y_{1i}(T_i)$. A variety of causal parameters are available with
the choice dictated by the particular problem. We focus on the causal parameter on the difference scale, $\Delta = \mu_1 - \mu_0$, where $\mu_1$ and $\mu_0$ represent the true proportions of complications if all patients had undergone radial artery access and femoral artery access, respectively. The marginal mean outcome under treatment $T = t$ is defined as

$$\mu_T = E_X (E(Y \mid T = t, X)),$$

(1.1)

averaging over the distribution of $X$. The marginal expected outcome is found by examining the conditional outcome given particular values of $X$ and averaging the outcome over the distribution of all values of $X$. The parameter $\mu_T$ is useful when interest rests on assessing population interventions. If the treatment effect is constant or homogeneous, then the marginal parameter is no different from the conditional parameter.

The average treatment effect (ATE) is defined as

$$E[Y_1 - Y_0] = E_X (E[Y \mid T = 1, X = x] - E[Y \mid T = 0, X = x])$$

(1.2)

and represents the expected difference in the effect of treatment on the outcome if subjects were randomly assigned to the two treatments. The ATE includes the effect on subjects for whom the treatment was not intended, and therefore may not be relevant in some policy evaluations [9]. For example, to assess the impact of a food voucher program, interest rests on quantifying the effectiveness of the program for those individuals who are likely to participate in the program. In this case, the causal parameter of interest is the average effect of treatment on the treated (ATT)

$$E_X (E[Y \mid T = 1, X = x] - E[Y \mid T = 0, X = x] \mid T = 1).$$

(1.3)

The ATT provides information regarding the expected change in the outcome for a randomly selected unit from the treatment group.

Which causal estimand is of interest depends on the context. When randomized, on average, the treated sample will not be systematically different from the control sample, and the ATT will be equal to the ATE. Throughout this chapter, we focus on the ATE as the causal estimand of interest because (1) both radial and femoral artery access are a valid strategy for all subjects undergoing PCI and (2) we wish to determine whether fewer complications would arise if everyone had undergone radial artery access rather than femoral artery access.

### 1.2.2 Assumptions

The foremost is the explicit assumption of potential outcomes. The ability to state the potential outcomes implies that although an individual receives a particular treatment, the individual could have received the other treatment, and hence has the potential outcomes under both treatment and comparison conditions.
1.2.2.1 Stable Unit Treatment Value Assignment: No Interference and No Variation in Treatment

The stable unit treatment value assignment (SUTVA) consists of two parts: (1) no interference and (2) no variation in treatment. SUTVA is untestable and requires subject matter knowledge. The no interference assumption implies that the potential outcomes for a subject do not depend on treatment assignments of other subjects. In the radial artery example, we require that radial artery access in one subject does not impact the probability of an in-hospital complication in another subject. If a subject’s potential outcomes depend on treatments received by others, then \( Y_i(T_1, T_2, \ldots, T_N) \), indicating the outcome for subject \( i \), depends on the treatment received by \( T_1, T_2, \ldots, T_N \). SUTVA implies

\[
Y_i(T_1, T_2, \ldots, T_N) = Y_i(T_i) = Y_{it}. \tag{1.4}
\]

Under what circumstances would the assumption of no interference be violated? Consider determining whether a new vaccine designed to prevent infectious diseases—because those who are vaccinated impact whether others become infected, there will be interference. The radial artery access example may violate the no interference assumption when considering the practice makes perfect hypothesis. As physicians increase their skill in delivering a new technology, the less likely complications arise in subsequent uses, and the more likely the physician is to use the new technology. Conditioning physician random effects would make the no interference assumption reasonable.

The second part of SUTVA states that there are not multiple versions of the treatment (and of the comparator), or that the treatment is well defined and the same for each subject receiving it. In the radial artery access example, if different techniques are used to access the radial artery (or the femoral artery) by different clinicians, then the SUTVA is violated.

1.2.2.2 Ignorability of Treatment Assignment

The most common criticism of CER using observational cohort studies involves the unmeasured confounder problem—the assertion that an unmeasured variable is confounding the relationship between treatment and the outcome. Ignorability of the treatment assignment or unconfoundedness of the treatment assignment with the outcome assumes that conditional on observed covariates, the probability of treatment assignment does not depend on the potential outcomes. Hence, treatment is effectively randomizable conditional on observed baseline covariates. This assumption is untestable and can be strong, requiring observation of all variables that affect both outcomes and treatment in order to ensure

\[
(Y_0, Y_1) \perp T \mid X \quad \text{and} \quad P(T = 1 \mid Y_0, Y_1, X) = P(T = 1 \mid X). \tag{1.5}
\]
In the radial artery access example, ignorability of treatment assignment may be violated if someone with subject matter knowledge demonstrated that we had omitted a key covariate from Equation 1.1 that is associated with the probability of receiving radial versus femoral artery access, as well as in-hospital complications. For instance, if knowledge regarding whether the patient experienced an ST-segment elevated MI (STEMI) prior to the PCI was not collected, then differences in outcomes between the two access strategies could be due to STEMI.

If the previous assumptions of SUTVA and ignorability of treatment assignment are violated, the causal parameters can be estimated statistically, but cannot be interpreted causally. The remainder of the assumptions can be statistically assessed (see Section 1.4).

1.2.2.3 Positivity

Positivity requires units at every combination of observed covariates,

$$0 < P(T = 1 | X) < 1.$$  \hspace{1cm} (1.6)

Structural violations of positivity occur when units associated with a certain set of covariates cannot possibly receive the treatment or control. The ATE and the ATT cannot be identified under structural violations of positivity. A treatment for use only in women, for example, requires exclusion of males. Practical violations of the positivity assumption may arise due to finite sample sizes. With a large number of covariates, there may not be subjects receiving treatment and control in strata induced by the covariate space. Positivity is a statistically testable assumption.

1.2.2.4 Constant Treatment Effect

A constant treatment effect conditional on \( X \) implies that for any two subjects having the same values of covariates, their observable treatment effects should be similar:

$$\Delta_i \mid X = \Delta_j \mid X \neq j.$$  \hspace{1cm} (1.7)

Under a constant treatment effect, the ATE may be interpreted both marginally and conditionally. While this assumption can be empirically assessed, guidelines regarding exploratory and confirmatory approaches to determination of nonconstant treatment effects should be consulted (see Reference 10).
1.3 Approaches

Under the assumptions described above, various approaches exist to estimate the ATE. The approaches are divided into three types: methods that model only the treatment assignment mechanism via regression, methods that model only the outcome via regression, and methods that use both the treatment assignment mechanism and outcome. Formulae are provided and general guidelines for implementation based on existing theory to assist the reader in deciding how best to estimate the ATE are described.

1.3.1 Methods Using the Treatment Assignment Mechanism

Rosenbaum and Rubin [11] defined the propensity score as the probability of treatment conditional on observed baseline covariates, \( e(X_i) = P(T_i = 1 | X_i) \). The propensity score, \( e(X) \), is a type of balancing score such that the treatment and covariates are conditionally independent given the score, \( T \perp X | e(X) \). As a result, for a given propensity score, treatment assignment is random. The true propensity score in an observational study is unknown and must be estimated. Because of the large number of covariates required to satisfy the treatment ignorability assumption, the propensity score is typically estimated parametrically by regressing the covariates on treatment status and obtaining the estimated propensity score, \( \hat{e}(X) \). Machine-learning methods have been developed for prediction and have been applied to the estimation of the propensity score (see References 12–15). Variables included in the propensity score model consist of confounders and those related to the outcome but not to the treatment. The latter are included to decrease the variance of the estimated treatment effect [16]. Instrumental variables, those related to treatment but not to the outcome, should be excluded [17]. The rationale for the exclusion of instrumental variables under treatment ignorability relates to the fact that their inclusion does not decrease the bias of the estimated treatment effect but does increase the variance. Chapter 2 provides a detailed account of instrumental variables methodology.

By their construction, propensity scores reduce the dimensionality of the covariate space so that they can be utilized to match, stratify, or weight observations. These techniques are next described. Inclusion of the propensity score as a predictor in a regression model of the outcome to replace the individual covariates constitutes a simpler dimension reduction approach compared to other estimators that use both the complete outcome regression and treatment mechanism (see Section 1.3.3). However, if the distribution of propensity scores differs between treatment groups, there will not be balance [18] between treated and control units when using \( \hat{e}(X) \) as a covariate; subsequent results may display substantial bias [19]. Thus, methods that do not make use of the propensity score, such as G-computation (Section 1.3.2.2),
still benefit from an analysis of the propensity score, including testing for empirical violations of the positivity assumption.

1.3.1.1 Matching

Matching methods seek to find units with different levels of the treatment but having similar levels of the covariates. Matching based on the propensity score facilitates the matching problem through dimension reduction. Several choices must be made that impact the degree of incomplete matching (inability to find a control unit to match to a treated unit) and inexact matching (incomparability between treated and control units). These considerations include determination of the structure of the matches (one treated matched to one control, one-to-k, or one-to-variable), the method of finding matches (greedy vs. optimal matching), and the closeness of the matches (will any match do or should only close matches be acceptable). The literature on matching is broad on these topics. We refer the reader to Rassen et al. [20] for discussion about matching structure, Gu and Rosenbaum [21] for a discussion on the comparative performance of algorithms to find matches, and Rosenbaum [22] for options for defining closeness of matches.

Let \( j_m(i) \) represent the index of the unit that is \( m \)th closest to unit \( i \) among units with the opposite treatment to that of unit \( i \), \( J_M(i) \) the set of indices for the first \( M \) matches for unit \( i \), such that \( J_M(i) = j_1(i), \ldots, j_M(i) \), and \( K_M(i) \) the number of times unit \( i \) is used as a match. Lastly, define \( K_M(i) = \sum_{l=1}^{N} I_{i \in J_M(l)} \), where \( I \) is the indicator function. Then the ATE estimator and its corresponding variance are

\[
\hat{\Delta}_{\text{Matching}} = \frac{1}{N} \sum_{i=1}^{N} \left[ (2T_i - 1) \left( 1 + \frac{K_M(i)}{M} \right) Y_i \right],
\]

\[
\text{Var}(\hat{\Delta}_{\text{Matching}}) = \frac{1}{N^2} \sum_{i=1}^{N} \left( 1 + \frac{K_M(i)}{M} \right)^2 \hat{\sigma}^2(X_i, T_i),
\]  

(1.8)

where the conditional variance \( \hat{\sigma}^2(X_i, T_i) \) is estimated as \( (J/(J + 1))(Y_i - (1/J) \sum_{m=1}^{J} Y_{j_m(i)})^2 \) and \( J \) is a fixed number of observations. This approach [23] is implemented in the Matching package in the R software system. The variance formula does not account for estimation of the propensity score, only the uncertainty of the matching procedure itself. While adjustment for the matched sets in computing standard errors is debated [18], we recommend that this design feature be accounted for in the analysis.

Much of the preceding discussion assumed a larger pool of controls to find matches for treated subjects—an estimator using this strategy provides inference for the ATT. Estimating the ATE additionally requires identification of treatment matches for each control group unit. Therefore, the entire matching process is repeated to identify matches for units in the control group.
The matches found by both procedures are combined and used to compute the ATE.

1.3.1.2 Stratification

Stratification methods, also referred to as subclassification methods, divide subjects into strata based on the estimated propensity score. Within each stratum, treatment assignment is assumed random. As with matching, subclassification can be accomplished without using the propensity score, but this runs into problems of dimensionality. Commonly, subjects are divided into groups by quintiles of the estimated propensity score, as Rosenbaum and Rubin [24] showed that using quintiles of the propensity score to stratify eliminates approximately 90% of the bias due to measured confounders in estimating the absolute treatment effect parameter, $\Delta = Y_1 - Y_0$. The average effect is estimated in each stratum as the average of the differences in outcomes between the treated and control:

$$\hat{\delta}_q = \frac{1}{N_{1q}} \sum_{i \in T \cap I_q} Y_i - \frac{1}{N_{0q}} \sum_{i \in C \cap I_q} Y_i,$$

where $N_{iq}$ is the number of units in stratum $q$ with treatment $i$, and $I_q$ indicates membership in stratum $q$, so $T \cap I_q$ would indicate that a subject in stratum $q$ received the treatment. The overall average is computed by averaging the within-strata estimates based on their sample sizes:

$$\hat{\Delta}_{\text{Stratification}} = \frac{1}{N} \sum_{q=1}^{Q} W_q \Delta_q; \quad W_q = \frac{N_{1q} + N_{0q}}{N},$$

$$\text{Var}(\hat{\Delta}_{\text{Stratification}}) = \frac{1}{N} \sum_{q=1}^{Q} W_q^2 v_q^2; \quad v_q^2 = \frac{v_{1q}^2 + v_{0q}^2}{2},$$

where $v_{iq}^2 = s_{iq}^2 / N_{iq}$. Because individuals in each stratum do not have identical propensity scores, there may be residual confounding (see Reference 25) and balance between treated and control units requires examination within strata.

1.3.1.3 Inverse Probability of Treatment Weighted (IPTW) Estimators

The intuition behind weighting is that units that are underrepresented in one of the treatment groups are upweighted and units that are overrepresented are downweighted. The ATE can be estimated as

$$\hat{\delta}_{HT-IPTW} = \frac{1}{N} \sum_{i=1}^{N} T_i Y_i \frac{e(X_i)}{e(X_i)} - \frac{1}{N} \sum_{i=1}^{N} (1 - T_i) Y_i \frac{1 - e(X_i)}{1 - e(X_i)}$$

(1.10)
using the estimated propensity score, \( \hat{e}(\mathbf{X}) \). We denote this estimate \( \text{HT-IPTW} \) to acknowledge the Horvitz–Thompson [26] ratio estimator utilized in survey sampling. IPTW estimators solve an estimating equation that sets the estimating function to zero and aims to find an estimator that is a solution of the equation. For example, consider

\[
\sum_{i=1}^{N} D(\hat{\Delta})(T_i, Y_i, X_i) = 0,
\]

where \( D(\Delta)(T_i, Y_i, X_i) \) defines the estimating function and \( \hat{\Delta} \) is an estimator of the parameter that is a solution of the estimating equation. Robins et al. [27] derived variance estimators, but bootstrapping can also be used. Inverse propensity score weighting is sensitive to outliers. Treated subjects with a propensity score close to one or control subjects with a propensity score close to zero will result in large weights. The weights can be trimmed but doing so introduces bias in the estimation of the treatment effect [28]. Robins et al. [29] propose using stabilizing weights, such that

\[
\hat{\Delta}_\text{S-IPTW} = \left( \sum_{i=1}^{N} \frac{T_i}{\hat{e}(X_i)} \right)^{-1} \sum_{i=1}^{N} \frac{T_i Y_i}{\hat{e}(X_i)} - \left( \sum_{i=1}^{N} \frac{1 - T_i}{1 - \hat{e}(X_i)} \right)^{-1} \sum_{i=1}^{N} \frac{(1 - T_i) Y_i}{1 - \hat{e}(X_i)}.
\]

(1.11)

IPTW estimators are known to have problems with large variance estimates in finite samples. Inverse probability weights can be used to estimate parameters defined by a marginal structural model, which we do not discuss here (see Reference 29). See References 30 and 31 for details regarding deriving variances using the empirical sandwich method. Alternatively, a bootstrap procedure may be applied to the whole process, including estimation of the propensity score.

1.3.2 Methods Using the Outcome Regression

1.3.2.1 Multiple Regression Modeling

The ATE can be estimated by the treatment coefficient from regression of the outcome on the treatment and all of the confounders. The functional form of the relationship between the outcome and covariates needs to be correctly specified. The risk difference can be validly estimated by fitting an ordinary least squares regression model and using the robust variance to account for nonnormality of the error terms. This approach is exactly equivalent to fitting a generalized linear model for a binomial outcome with the identity link and robust variance.
In the case of no overlap of the observed covariates between treatment groups, the model cannot be fit as the design matrix will be singular. Therefore, erroneous causal inferences are prohibited by the mechanics of the estimation procedure in the case of complete nonoverlap. However, standardized differences should still be examined to see how the treated and control groups differ, even under the assumption of no unmeasured confounding. If there is little overlap, causal inferences would be based on extrapolations, and hence, on less solid footing.

1.3.2.2 G-Computation

G-computation (G-computation algorithm formula, G-formula, Generalized-computation) is completely nonparametric [32], but we focus on parametric G-computation, which is a maximum-likelihood-based substitution estimator [33]. Substitution estimators involve using a maximum-likelihood-type estimator (e.g., regression, super learning) for the outcome regression and plugging it into the parameter mapping that defines the feature we are interested in estimating—here, that feature is the average treatment effect $\mu_1 - \mu_0$. For further discussion and references, the reader can consult Chapter 3. Under ignorability of the treatment assignment, the G-computation formula permits identification of the distribution of potential outcomes based on the observed data distribution. In step 1, a regression model or other consistent estimator for the relationship of the outcome with treatment (and covariates) is obtained. In step 2, (a) set each unit’s treatment indicator to $T_i = 1$ and obtain predicted outcomes using the fit from step 1 and (b) repeat step 2(a) by setting each unit’s treatment indicator to $T_i = 0$. The treatment effect is the difference between $\hat{Y}_{1i}$ and $\hat{Y}_{0i}$ for each unit, averaged across all subjects. When there are no treatment covariate interactions, linear regression and G-computation that uses a parametric linear regression provide the same answer for a continuous outcome. We can define this as

$$\hat{\Delta}_{G\text{-comp}} = \frac{1}{N} \sum_{i=1}^{N} \left[ \hat{E}(Y \mid T_i = 1, X_i) - \hat{E}(Y \mid T_i = 0, X_i) \right], \quad (1.12)$$

where $\hat{E}(Y \mid T_i = t, X_i)$ is the regression of $Y$ on $X$ in the treatment group $T = t$. Two points are worth noting. First, if the outcome regression is not estimated consistently, the G-computation estimator may be biased. Second, while positivity violations will not be obvious when implementing a G-computation estimator, they remain important to assess, and can lead to a nonidentifiable parameter or substantially biased and inefficient estimate.
1.3.3 Methods Using the Treatment Assignment Mechanism and the Outcome

Double robust methods use an estimator for both the outcome regression and the treatment assignment. Estimators in this class may be preferable because they are consistent for the causal parameters if either the outcome regression or treatment assignment regression is consistently estimated [34]. Two double robust methods include the augmented inverse probability of treatment-weighted estimator (A-IPTW) and the targeted maximum likelihood estimator (TMLE).

1.3.3.1 Augmented Inverse Probability Weighted Estimators

Like IPTW estimators, A-IPTW estimators are also based on estimating equations but differ in that A-IPTW estimators are based on the efficient influence curve. An efficient influence curve is the derivative of the log-likelihood function with respect to the parameter of interest. The efficient influence curve is a function of the model and the parameter, and provides double robust estimators with many of their desirable properties, including consistency and efficiency [35]. The A-IPTW for the ATE is

\[
\hat{\Delta}_{A-IPTW} = \frac{1}{N} \sum_{i=1}^{N} \frac{[I(T_i = 1) - I(T_i = 0)]}{\hat{e}(X_i)} (Y_i - \hat{E}(Y | T_i, X_i)) + \frac{1}{N} \sum_{i=1}^{N} (\hat{E}(Y | T_i = 1, X_i) - \hat{E}(Y | T_i = 0, X_i)),
\]

(1.13)

where \( \hat{E}(Y | T_i = t, X_i) \) is the regression of \( Y \) on \( X \) in the treatment group \( T = t \), and \( I() \) is an indicator function. The nuisance parameters in the estimating equation for the A-IPTW are the treatment assignment mechanism and the outcome regression. Further discussion of estimating equations and efficient influence curve theory can be found in References 15, 35, and 36. Of note, A-IPTW estimators ignore the constraints imposed by the model by not being substitution estimators. For example, an A-IPTW estimator for a binary outcome may produce predicted probabilities outside the range [0,1]. Thus, finite sample efficiency may be impacted, even though asymptotic efficiency occurs if both the outcome regression and treatment assignment mechanism are consistently estimated.

1.3.3.2 Targeted Maximum Likelihood Estimator

The TMLE has a distinct algorithm for estimation of the parameter of interest, sharing the double robustness properties of the A-IPTW estimator, but boasting additional statistical properties. TMLE is a substitution estimator; thus,
unlike the A-IPTW, it does respect the global constraints of the model. Therefore, among other advantages, this improves the finite sample performance of the TMLE.

The TMLE algorithm for the ATE involves two steps. First, the outcome regression $E[Y \mid T, X]$ and the treatment assignment mechanism $e(X)$ are estimated. Denote the initial estimate $\hat{E}[Y \mid T, X] = \hat{Q}^0(T, X)$ and the updated estimate

$$\hat{Q}^1(T, X) = \hat{Q}^0(T, X) + \hat{\epsilon} \left( \frac{T}{e(X)} - \frac{1 - T}{1 - e(X)} \right),$$

where $\epsilon$ is estimated from the regression of $Y$ on $(T/(e(X))) - ((1 - T)/ (1 - e(X)))$ with an offset $\hat{Q}^0(T, X)$. The estimator for the ATE is given by

$$\hat{\Delta}_{TMLE} = \frac{1}{N} \sum_{i=1}^{N} (\hat{Q}^1(T = 1, X_i) - \hat{Q}^1(T = 0, X_i)).$$  \hspace{1cm} (1.14)

A parametric regression can be used to estimate both the outcome regression and the treatment assignment mechanism. However, the targeted learning framework allows for the use of machine-learning methods to estimate these components in an effort to achieve consistent estimators [15,37,38]. Confidence intervals for both the A-IPTW and TMLE can be constructed using influence curve methods or bootstrapping techniques [15,35,36].

### 1.4 Assessing Validity of Assumptions

In this section, we introduce ways to assess the assumptions outlined in Section 1.2.2. Methods for testing the assumptions given the data (or possibly additional data) are areas of active research and this section is not exhaustive. SUTVA and ignorability of treatment assignment are untestable, but empirical data can provide evidence for how tenable these assumptions are in practice. In contrast, positivity and constant treatment effect are statistical assumptions that can be directly tested with the data.

#### 1.4.1 SUTVA

As previously mentioned, SUTVA is composed of two parts: (1) no interference and (2) no variation in treatment. SUTVA is generally argued heuristically, but recent research uses the data to assess the no interference portion, mainly in randomized studies. Hudgens and Halloran [39] introduce the terminology of direct and indirect effects where the direct effect is an
individual’s response to treatment and the response to interference is the indirect effect. Detecting indirect effects is a way to assess the first component of SUTVA. For the randomized setting, Aronow [40] presents a post hoc method to detect interference using a conditional randomization test to calculate the dependence between outcomes on the treatment of other units.

However, for the second component, no variation in treatment refers to the actual or levels of treatments or the precise treatment procedure, rather than the treatment effects. We cannot assess this from the data alone in any practical or feasible way. When treatment is a drug intervention, one might question whether the patient really took 10 mg or if they received another dose. If we had millions of dollars and could collect unlimited variables related to precisely how every procedure was performed, we could ensure that there is no variation in the actual treatment. For the radial versus femoral artery access example, perhaps we would measure how high the surgeon’s hands were from the incision, the time in between sedation and the beginning of procedure, number of hours the surgeon had slept, and so on.

1.4.2 Ignorability

Ignorability of the treatment assignment is not directly testable and largely assessed by subject matter knowledge. Several strategies can bolster the viability of the assumption [41] however. Multiple control or comparison groups that differ with respect to an unmeasured confounder, if available, can be used. If outcomes between the two control groups do not differ, then this observation would support the argument that the unmeasured confounder is not responsible for any treatment–control outcome differences. Another option is to identify an outcome that is associated with an unmeasured covariate but where a treatment would not expect to have any effect. Such outcomes, referred to as control outcomes, provide a means to detect unobserved confounding. Tchetgen [42] proposes a method to correct estimates using control outcomes. Finally, Rosenbaum [22] provides approaches to perform a sensitivity analysis for an unobserved confounder through examination of a range of potential correlations between the unobserved confounder and the treatment assignment, and the unmeasured confounder and the outcome.

1.4.3 Positivity

Positivity or overlap can be measured through examination of the distributions of covariates for the treated and control subjects. While there are many measures of balance, the difference in average covariates scaled by the sample standard deviation, $d$, provides an intuitive metric. It is calculated as

$$d = \frac{\bar{x}_{1j} - \bar{x}_{0j}}{\sqrt{(s_{1j}^2 + s_{0j}^2)/2}},$$

(1.15)
where $\bar{x}_{ij}$ is the mean of covariate $j$ among those with treatment $i$ and $s_{ij}$ is the estimated standard deviation. The quantity $d$ is interpreted as the number of standard deviations the treated group is above the control group. Mapping the standardized differences to percentiles provides a mechanism to describe the extent of nonoverlap between two groups. For instance, a standardized difference of 0.1 indicates 7.7% nonoverlap of the two normal distributions; a standardized difference of 0 indicates complete overlap of the two groups; and a standardized difference of 0.7 corresponds to 43.0% nonoverlap. Rules of thumb suggest that a standardized difference less than 0.1 is negligible [43]. Examination of the standardized differences alone characterizes only marginal distributions—the distribution of individual covariates. Because areas of weak overlap may exist, reviewing the distributions of the estimated propensity scores stratified by treatment groups is recommended.

1.4.4 Constant Treatment Effect

The assumption of a constant treatment effect may be explored by introducing interactions between the treatment and subgroup indicators, or by dividing the population into subgroups based on $X_i$, estimating an average causal effect within each subgroup, and comparing the constancy of subgroup-specific causal effects. Cases in which the treatment effect may not be constant should be identified a priori as well as the size of meaningful treatment effect heterogeneity in order to avoid multiple testing.

1.5 Radial versus Femoral Artery Access for PCI

We return to the PCI example introduced earlier to determine whether access via the radial artery reduces the risk of in-hospital complications compared to access via the femoral artery. Table 1.3 indicated imbalances between the radial and femoral artery-accessed subjects. For instance, the standardized difference for use of thrombin is $-0.6285$, indicating 40% nonoverlap between the distribution of thrombin use for those undergoing PCI via the radial artery and those via the femoral artery. Ten of the observed covariates have standardized differences greater than 0.1 or 7.7% nonoverlap.

1.5.1 Estimating Treatment Assignment: Probability of Radial Artery Access

The propensity score was estimated using logistic regression. The set of covariates initially considered were determined by conversations with cardiologists who perform PCI. A primary model specification was selected
## TABLE 1.3
Population Characteristics Pre- and Postmatching Listed by Type of Intervention

<table>
<thead>
<tr>
<th></th>
<th>Prematch</th>
<th></th>
<th>Postmatch</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention</td>
<td>% Standardized Mean Difference</td>
<td>Intervention</td>
<td>% Standardized Mean Difference</td>
</tr>
<tr>
<td></td>
<td>Radial</td>
<td>Femoral</td>
<td>Radial</td>
<td>Femoral</td>
</tr>
<tr>
<td>Number of procedures</td>
<td>5,192</td>
<td>35,022</td>
<td>10,326</td>
<td>10,326</td>
</tr>
<tr>
<td>Demographics</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>25.3</td>
<td>29.8</td>
<td>25.4</td>
<td>25.0</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White</td>
<td>89.6</td>
<td>89.4</td>
<td>89.7</td>
<td>89.2</td>
</tr>
<tr>
<td>Black</td>
<td>3.3</td>
<td>3.2</td>
<td>3.2</td>
<td>3.1</td>
</tr>
<tr>
<td>Hispanic</td>
<td>4.3</td>
<td>3.5</td>
<td>4.3</td>
<td>4.8</td>
</tr>
<tr>
<td>Other</td>
<td>2.8</td>
<td>3.9</td>
<td>2.7</td>
<td>2.9</td>
</tr>
<tr>
<td>Health insurance</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Government</td>
<td>46</td>
<td>50.3</td>
<td>46.2</td>
<td>46.1</td>
</tr>
<tr>
<td>Commercial</td>
<td>4.8</td>
<td>13.4</td>
<td>4.8</td>
<td>5.6</td>
</tr>
<tr>
<td>Other</td>
<td>49.2</td>
<td>36.3</td>
<td>48.9</td>
<td>48.3</td>
</tr>
<tr>
<td>Comorbidities</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Diabetes</td>
<td>33.1</td>
<td>32.7</td>
<td>33.1</td>
<td>33.8</td>
</tr>
<tr>
<td>Prior CHF</td>
<td>9.4</td>
<td>12.7</td>
<td>9.5</td>
<td>9.8</td>
</tr>
<tr>
<td>Prior PCI</td>
<td>32</td>
<td>34.3</td>
<td>32.1</td>
<td>33.3</td>
</tr>
<tr>
<td>Prior MI</td>
<td>28.7</td>
<td>30.1</td>
<td>28.7</td>
<td>29.2</td>
</tr>
<tr>
<td>Prior bypass surgery</td>
<td>8.4</td>
<td>15.7</td>
<td>8.4</td>
<td>9.3</td>
</tr>
</tbody>
</table>

(Continued)
### TABLE 1.3 (Continued)
Population Characteristics Pre- and Postmatching Listed by Type of Intervention

<table>
<thead>
<tr>
<th></th>
<th>Prematch</th>
<th>Postmatch</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Intervention</td>
<td>% Standardized Mean Difference</td>
</tr>
<tr>
<td></td>
<td>Radial</td>
<td>Femoral</td>
</tr>
<tr>
<td>Hypertension</td>
<td>79.6</td>
<td>80.7</td>
</tr>
<tr>
<td>Peripheral vascular disease</td>
<td>12.1</td>
<td>12.8</td>
</tr>
<tr>
<td>Smoker</td>
<td>24.8</td>
<td>23.1</td>
</tr>
<tr>
<td>Lung disease</td>
<td>13.7</td>
<td>14.4</td>
</tr>
<tr>
<td><strong>Cardiac presentation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Multivessel disease</td>
<td>10.3</td>
<td>10.9</td>
</tr>
<tr>
<td>Number of vessels &gt;70% stenosis</td>
<td>1.49</td>
<td>1.58</td>
</tr>
<tr>
<td>Left main disease</td>
<td>3.7</td>
<td>7.2</td>
</tr>
<tr>
<td>ST-segment elevated MI</td>
<td>38.9</td>
<td>42.6</td>
</tr>
<tr>
<td>Shock</td>
<td>0.44</td>
<td>1.8</td>
</tr>
<tr>
<td><strong>Drugs prior to procedure</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heparin (unfractionated)</td>
<td>87.3</td>
<td>61.7</td>
</tr>
<tr>
<td>Heparin (low-molecular weight)</td>
<td>3.83</td>
<td>4.27</td>
</tr>
<tr>
<td>Thrombin</td>
<td>25.5</td>
<td>54.9</td>
</tr>
<tr>
<td>G2B3A inhibitors</td>
<td>26.7</td>
<td>26.8</td>
</tr>
<tr>
<td>Platelet aggregate inhibitors</td>
<td>85.8</td>
<td>86.6</td>
</tr>
<tr>
<td>Aspirin</td>
<td>98.2</td>
<td>97.5</td>
</tr>
<tr>
<td>In-hospital complication (%)</td>
<td>0.69</td>
<td>2.73</td>
</tr>
</tbody>
</table>

*Note:* All are reported as percentages, except the number of procedures, age, and number of vessels. Positive standardized difference indicates a larger mean in the radial artery group.
for determining radial versus femoral artery access and included all covariates linearly as well as interactions (Appendix 1A.1). Visual examination of a density plot of the estimated linear propensity scores by treatment arm (Figure 1.1) provides insights into the observable differences between the radial and femoral groups. The overlap assumption may also be tested with a formal comparison test, such as the Kolmogorov–Smirnov nonparametric test. If there is little overlap, excluding subjects with extreme propensity score values may be necessary. For example, there are some subjects undergoing femoral artery-accessed PCI whose estimated linear propensity scores do not overlap with the linear propensity scores for radial artery-accessed subjects (Figure 1.1, density to the left of values of $-5.0$). Dropping subjects will make the estimates only valid for the region of common support. For the PCI example, visual inspection indicates that there are no patients who have a very high probability of radial treatment (on the probability scale, values near 1). The majority of subjects in both groups have low propensity scores, but those receiving radial artery access have higher propensity scores on average, as expected.

1.5.2 Approaches

Using the estimators described earlier, we determine the comparative effectiveness of radial artery access relative to femoral artery access. For comparability among estimates, all 95% interval estimates reported below...
are constructed using robust standard errors (1,000 bootstrap replicates or theoretical results).

1.5.2.1 Matching on the Propensity Score

Using the Matching program in R, we implement 1-1 matching without replacement to estimate the ATE. First, we identified femoral artery-accessed matches for each radial artery-accessed subject and next, found radial artery-accessed matches for each femoral artery-accessed subject. This resulted in 10,326 matched pairs using a caliper of 0.2 standard deviations of the linear propensity score. The caliper was necessary in order to reduce the standardized differences for all covariates to below 0.1. In the matched sample, 42 of the radial artery subjects were used only once, 5,142 were used twice, and 8 were not used; 7,084 of the femoral artery subjects were used once, 1,621 were used twice, and 26,317 were not used. After matching, the percent standardized mean differences (Table 1.3 and Figure 1.2) improved. The linear propensity scores for radial artery and femoral artery-accessed subjects in the matched sample overlap substantially (Figure 1.3).

The ATE estimated using matching and corresponding 95% confidence interval is

\[ \hat{\Delta}_{\text{Matching}} = -0.0143 \pm 0.0023 \]

indicating subjects undergoing PCI via radial artery access were 1.43% less likely to have an in-hospital complication compared to those accessed via the femoral artery. Using a more stringent caliper moved the point estimate further from the null, and toward the estimate found by the other methods, but discarded more observations.

We note two additional facts. First, the estimate of the ATT is \( -0.0145 \) (standard error = 0.0023), a slightly larger benefit in those likely to undergo PCI via the radial artery. Second, because we created matched pairs, McNemar’s test could also be used for inference. The number of pairs in which the in-hospital complication rates differed within members of the pairs was 285 (2.76% of the 10,326 matched pairs). Among the 285 discordant pairs, the number of pairs in which the radial artery-accessed member had an in-hospital complication was 70 (0.25 of discordant pairs). This value is lower than the null of 0.5 and indicates a benefit of radial artery access.

1.5.2.2 Stratification on the Propensity Score

The 40,214 subjects were grouped into five strata using estimated propensity scores (Table 1.4). In the lowest quintile \( q = 1 \), 2.46% of subjects fell into the radial artery access group whereas, in the highest quintile, 31.8% of the subjects were accessed via the radial artery. If the propensity scores are balanced in each stratum, the covariates in each stratum should also be balanced. However, only using five strata did not result in balanced propensity scores for the
PCI data. Two sample $t$-tests within strata showed significant differences in the propensity scores for the radial and femoral groups, although, visually, the linear propensity scores appear quite similar within strata (Figure 1.4). There was less balance in the extreme quintiles, as is often the case.

The stratum-specific estimates are consistent—in every quintile, radial artery-accessed patients were less likely to have complications compared to femoral artery-accessed patients. Quintile-specific estimates were combined to obtain an overall $\hat{\Delta}_{Stratification} = -0.0168 (-0.0213, -0.0122)$ (Section 1.3.1.2), indicating that subjects undergoing PCI via radial artery access were 1.68% less likely to have in-hospital complications compared to those accessed via the femoral artery. Caution should be exercised in interpreting this estimate given the imbalance between treatment groups is still present.
FIGURE 1.3
Density of estimated linear propensity scores, logit($\hat{e}(X_i)$), after matching by artery access strategy. Larger values of the propensity score correspond to a higher likelihood of radial artery access. The top axis gives the scale of the actual estimated probabilities of radial artery access.

TABLE 1.4
Properties of the Quintiles Based on the Propensity Score Where $q = 1$ Has the Smallest Values of the Propensity Score and $q = 5$ the Largest

<table>
<thead>
<tr>
<th>Stratum $q$</th>
<th>Radial</th>
<th>Femoral</th>
<th>Average $\hat{e}(X)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$N_{1q}$</td>
<td>$%$</td>
<td>$N_{0q}$</td>
</tr>
<tr>
<td>1</td>
<td>198</td>
<td>2.46</td>
<td>7,845</td>
</tr>
<tr>
<td>2</td>
<td>435</td>
<td>5.41</td>
<td>7,608</td>
</tr>
<tr>
<td>3</td>
<td>753</td>
<td>9.36</td>
<td>7,289</td>
</tr>
<tr>
<td>4</td>
<td>1,249</td>
<td>15.53</td>
<td>6,794</td>
</tr>
<tr>
<td>5</td>
<td>2,557</td>
<td>31.79</td>
<td>5,486</td>
</tr>
<tr>
<td>Overall</td>
<td>5,192</td>
<td>12.91</td>
<td>35,022</td>
</tr>
</tbody>
</table>

Note: For each quintile, sample sizes, and percentages of subjects undergoing radial artery access, the difference in mean in risk of complications ($\Delta_q$, Section 1.3.1.2) and the average estimated propensity score are reported.
within quintiles. Increasing the number of strata from 5 to 10 did not eliminate imbalance of the linear propensity scores between radial and femoral subjects within strata based on two sample \( t \)-tests (6 out of the 10 strata had \( p \)-values > 0.05). Achieving balance requires modifying the logistic model for treatment assignment or eliminating subjects residing in areas of nonoverlap. In our example, we are unable to find a propensity score method that balances the data using stratification and thus conclude that this approach is unsuitable. Haviland et al. [44] found their treatment and control groups to be too dissimilar to warrant continued propensity score analysis.

### 1.5.2.3 Weighting by the Propensity Score

To implement weighting by the inverse probability, we estimate the weights as \( 1/e(\hat{X}) \) for the radial subjects and \( 1/(1 - e(\hat{X})) \) for the femoral subjects. The weights are strongly right skewed having a maximum of 170 (radial artery-accessed subject) and median of 1.11 leading to \( \hat{\Delta}_{HT-IPTW} = -0.0168 \) (−0.0214, −0.0122). The stabilized point and interval estimates are \( \hat{\Delta}_{S-IPTW} = -0.0169 \) (−0.0214, −0.0124). The results are similar, both indicating a benefit of radial artery access. However, the maximum weight, even after stabilizing, remained large with a value of 22.

### 1.5.2.4 Multiple Regression

We estimate the ATE for a few different multiple regression models with robust standard errors. Adjusting for all measured covariates using indicators for quintiles of age and number of vessels with >70% stenosis, the ATE was \( -0.0160 \) (−0.0205, −0.0112). All potential confounders have events, so it is reasonable with our sample size to include all known and suspected...
risk factors in the multivariable model. A stepwise selected model with
a liberal entry/exit criteria ($p$-value = 0.2) was also run where, when any
variable where 1 or more levels were selected, all levels were forced into
the final model. This model resulted in an ATE closer to the null value,
$-0.0152 (-0.0200, -0.0107)$.

### 1.5.2.5 G-Computation

G-computation does not use the model for the propensity score. To esti-
mate the ATE using G-computation, we assume a linear relationship between
in-hospital complications and all covariates and the treatment indicator.
The estimated coefficients and standard errors are reported in Table 1.5.
The key parameter is the coefficient of the term $\text{Radial}$, which is esti-
mated as $-0.016$ (standard error = 0.002). Using all the estimated regres-
sion coefficients to obtain predictions and differencing yields $\hat{\Delta}_{G-comp} =
-0.0160 (-0.0189, -0.0127)$.

### 1.5.2.6 Augmented IPTW

The augmented IPTW uses the models for both the outcome and the propen-
sity score (see Section 1.5.1 and Appendix Table 1A.1) for an estimate of
$\hat{\Delta}_{AIPTW} = -0.0164 (-0.0210, -0.0118)$. The risk of in-hospital complications
is 1.64% lower in the radial group.

### 1.5.2.7 Targeted Maximum Likelihood Estimation

To estimate the ATE using TMLE, we utilize the tmle package in R. We supply
parametric models for the outcome and the propensity score (see Section 1.5.1
and Appendix Table 1A.1) to compare results. The resulting treatment effect
estimate is $\hat{\Delta}_{TMLE} = -0.0163 (-0.0209, -0.0117)$. Inferences are similar to the
earlier findings—a lower risk of in-hospital complications associated with
radial compared to femoral artery access.

### 1.5.3 Comparison of Approaches

The results of the various approaches to the estimation of the effectiveness
of radial artery access compared to femoral artery access for PCI are similar
(Figure 1.5; Table 1.6). Each indicated a lower risk of in-hospital complica-
tions for the radial artery approach compared to the femoral approach. The
only method that discarded subjects was matching on the propensity score,
which may explain why the estimated risk difference for this method dif-
fered from the others. The ATE based on G-computation had the shortest
confidence interval (width = 0.62), 2/3 the size of the largest.
Did we make reasonable assumptions? We indicated that the SUTVA may be violated as a consequence of (a) patients nested with physicians and (b) the practice makes perfect hypothesis. A reasonable next step would involve the inclusion of random physician effects. The positivity assumption is met for the matching estimator because of the restrictions we placed on identifying matches. However, there may be regions of imbalance for the other estimators using the estimated propensity scores—we observed residual confounding when using the stratified estimate. In terms of treatment assignment ignorability, we do not have a control outcome nor an
**FIGURE 1.5**
Comparison of results, ordered by size of ATE estimate. All methods use the same model for treatment assignment and outcome. All 95% confidence intervals are based on 1,000 bootstrap replicates. TMLE, targeted maximum likelihood estimation; A, augmented; HT, Horvitz–Thompson; S, stabilized; IPTW, inverse probability of treatment weighted.

**TABLE 1.6**
Model Results: Estimated Coefficient of the Treatment Effect, Radial versus Femoral Artery Access on Any In-Hospital Complications (Robust Standard Errors)

<table>
<thead>
<tr>
<th>Method</th>
<th>Coefficient</th>
<th>Standard Error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matching</td>
<td>-0.0143</td>
<td>(0.0020)</td>
</tr>
<tr>
<td>Stratification</td>
<td>-0.0168</td>
<td>(0.0023)</td>
</tr>
<tr>
<td>IPTW</td>
<td>-0.0168</td>
<td>(0.0023)</td>
</tr>
<tr>
<td>Multiple regression</td>
<td>-0.0160</td>
<td>(0.0024)</td>
</tr>
<tr>
<td>G-computation</td>
<td>-0.0160</td>
<td>(0.0016)</td>
</tr>
<tr>
<td>A-IPTW</td>
<td>-0.0164</td>
<td>(0.0023)</td>
</tr>
<tr>
<td>TMLE</td>
<td>-0.0163</td>
<td>(0.0023)</td>
</tr>
</tbody>
</table>
additional comparison group. We did determine that to attribute the ATE to an unobserved confounder rather than to radial artery access, an unobserved confounder would need to produce a 2.5-fold increase in the odds of radial access (beyond that adjusting for the set of covariates we have already included). Is it plausible that such a confounder exists? Of course one could exist—to place the size of the unmeasured confounder into context, the odds associated with fractionated heparin is 7.1, and with no shock, it is 3.9. Finally, there is an \textit{a priori} reason to believe that the effectiveness of radial versus femoral artery access may differ between males and females, that is, there may be a nonconstant treatment effect. Using matching estimators, we find a benefit of radial artery access in both males and females, with the ATE in females twice that of males: female ATE = \(-0.0267\) (standard error = 0.004317) and male ATE = \(-0.0100\) (standard error = 0.001583).

Although all patients considering PCI may wish to undergo radial access for their procedure, women may have fewer complications than men with radial versus femoral. Overall, had everyone undergone PCI via radial access versus femoral access, the risk of in-hospital complications would have been 1.6% lower. The number needed to treat (the reciprocal of the risk difference) is 49.1 with bootstrapped 95% CI from 46.7 to 51.0, meaning 49 people need to have PCI with radial access rather than femoral to prevent one additional in-hospital complication. The individual risks of in-hospital complications are quite low for the procedure overall with less than 1,000 patients experiencing complications in the entire cohort of over 40,000. As such, many patients may leave the choice up to their physician for the access site and the physician’s level of comfort with the procedure is important for the patient outcome.

\section*{1.6 Concluding Remarks}

As the need for CER grows, reliance on observational cohort studies will as well. Several estimators are available to researchers to infer the effect of interventions. Causal inference can be made from observational studies whenever there is no bias. In cross-sectional studies, standard multivariable modeling methods can be used to obtain causal estimates, but the model needs to include all confounders properly parameterized. Standard multivariate methods to adjust for confounding yielded the same results as those obtained from the other, more computationally intensive methods. Further research is needed to identify when causal inference requires more complex methods, and when standard approaches adjust sufficiently for bias due to confounding and can be used to obtain causal interpretations. For instance, double robust methods may be helpful if we have more knowledge about the model for treatment assignment than the model for the outcome. All involve statistical assumptions, and, as we have described, some fundamental causal
assumptions that are not testable. In this chapter, we reviewed a selected set of estimators—our review is by no means comprehensive and is for cross-sectional data only. The reader is strongly encouraged to read the articles we have referenced. An example involving the choice of artery to utilize when unblocking clogged arteries illustrated the assumptions required, empirical evidence to support the assumptions when possible, and the estimates. The data involved over 40,000 subjects and the availability of many covariates. We focused on a single treatment assignment mechanism model and a single outcome model—clearly, more than one model may fit the data and meet the assumptions. As data acquisition technologies grow, researchers will be faced with making more analytical decisions when conducting empirical studies. These decisions should be made transparent to readers.
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Appendix 1A.1: Implementing Methods for Comparative Effectiveness Research

1A.1.1 Factors Associated with Radial Artery Access versus Femoral Artery Access

1A.1.1.1 R code

All analyses were performed with R software, version 2.14.1. The general code is provided for the case where $Y$ is the binary outcome, $T$ is the binary treatment, $X$ is the vector of covariates, and $PS$ is the estimated propensity score. All standard errors were computed by bootstrapping. The appendix of Ahern et al. [45] provides guidance for this procedure.

1A.1.1.1 Propensity Score Estimation

Denote the propensity score by $PS$ and the linear propensity score by $lPS$.

```
PSmodel = glm(T ~ X, family = binomial(link = "logit"), data = dataset)
PS = predict(PSmodel, dataset, type = "response")
lPS = predict(PSmodel, dataset)
```
<table>
<thead>
<tr>
<th>Linear Terms</th>
<th>Interaction Terms</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female</td>
<td>Smoker:race</td>
</tr>
<tr>
<td>Diabetes</td>
<td>Smoker:age</td>
</tr>
<tr>
<td>Smoker</td>
<td>Smoker:platelet aggregate inhibitors</td>
</tr>
<tr>
<td>Prior PCI</td>
<td>Prior CABG:peripheral vascular disease</td>
</tr>
<tr>
<td>Prior MI</td>
<td>Prior CHF:hypertension</td>
</tr>
<tr>
<td>Prior CABG</td>
<td>Prior CHF:G2B3A inhibitors</td>
</tr>
<tr>
<td>Prior CHF</td>
<td>Prior CHF:thrombin</td>
</tr>
<tr>
<td>Lung disease</td>
<td>Lung disease:left main disease</td>
</tr>
<tr>
<td>STEMI</td>
<td>Lung disease:hypertension</td>
</tr>
<tr>
<td>Race: white (baseline), black, Hispanic, other</td>
<td>Age²</td>
</tr>
<tr>
<td>Insurance: government (baseline), commercial, other</td>
<td>STEMI:fractionated heparin</td>
</tr>
<tr>
<td>Shock</td>
<td>STEMI:low-molecular-weight heparin</td>
</tr>
<tr>
<td>Left main disease</td>
<td>STEMI:G2B3A inhibitors</td>
</tr>
<tr>
<td>Age</td>
<td>STEMI:platelet aggregate inhibitors</td>
</tr>
<tr>
<td>Multivessel disease</td>
<td>STEMI:thrombin</td>
</tr>
<tr>
<td>Number of vessels &gt;70% stenosis</td>
<td>Insurance:race</td>
</tr>
<tr>
<td>Peripheral vascular disease</td>
<td>Insurance:age</td>
</tr>
<tr>
<td>Hypertension</td>
<td>Insurance:peripheral vascular disease</td>
</tr>
<tr>
<td>Aspirin</td>
<td>Insurance:hypertension</td>
</tr>
<tr>
<td>Fractionated heparin</td>
<td>Insurance:G2B3A inhibitors</td>
</tr>
<tr>
<td>Low-molecular-weight heparin</td>
<td>Insurance:thrombin</td>
</tr>
<tr>
<td>G2B3A inhibitors</td>
<td>Age:peripheral vascular disease</td>
</tr>
<tr>
<td>Platelet aggregate inhibitors</td>
<td>Age:hypertension</td>
</tr>
<tr>
<td>Thrombin</td>
<td>Age:platelet aggregate inhibitors</td>
</tr>
<tr>
<td></td>
<td>Age:thrombin</td>
</tr>
<tr>
<td></td>
<td>Age:fractionated heparin</td>
</tr>
<tr>
<td></td>
<td>Age:low-molecular-weight heparin</td>
</tr>
<tr>
<td></td>
<td>Peripheral vascular disease:fractionated heparin</td>
</tr>
<tr>
<td></td>
<td>Peripheral vascular disease:low-molecular-weight heparin</td>
</tr>
<tr>
<td></td>
<td>Fractionated heparin:G2B3A inhibitors</td>
</tr>
<tr>
<td></td>
<td>Low-molecular-weight heparin:G2B3A inhibitors</td>
</tr>
<tr>
<td></td>
<td>Fractionated heparin:platelet aggregate inhibitors</td>
</tr>
<tr>
<td></td>
<td>Low-molecular-weight heparin:platelet aggregate inhibitors</td>
</tr>
<tr>
<td></td>
<td>Fractionated heparin:thrombin</td>
</tr>
<tr>
<td></td>
<td>Low-molecular-weight heparin:thrombin</td>
</tr>
<tr>
<td></td>
<td>G2B3A inhibitors:thrombin</td>
</tr>
</tbody>
</table>
1A.1.1.1.2 Matching on the Propensity Score

Using the Matching package to perform 1-1 matching ($M = 1$), without replacement (replace = FALSE) and a caliper of 0.2 standard deviations of the propensity score (caliper = 0.2), to estimate the average treatment effect (estimand = “ATE”). Further options can be found in the manual for this package.

```r
library(Matching)
runmatch=Match(Y=Y,Tr=T,X=lPS,
M=1,replace=FALSE,caliper=0.2,estimand="ATE")
runmatch$est # estimated ATE
runmatch$est-1.96*runmatch$se.standard # lower 95% CI limit
runmatch$est+1.96*runmatch$se.standard # upper 95% CI limit
```

The original data can be accessed to identify the matched pairs using:

```r
matcheddata =
 dataset[c(runmatch$index.treated,runmatch$index.control),]
```

1A.1.1.1.3 Stratification on the Propensity Score

First create the quintiles and then create a variable to indicate the stratum to which a subject belongs. The data may be divided into fewer or more quantiles by modifying the quantile() command. The balance within each stratum can be assessed with a $t$-test, where in the following “$i$” should be replaced by the stratum of interest. A loop can be used to quickly cycle through all of the strata.

```r
breakvals=quantile(PS, prob=0:5*0.2)
strat=cut(PS, breaks=breakvals,
labels=c('1','2','3','4','5'),include.lowest=TRUE)
t.test(PS[strat==i&T==1],PS[strat==i&T==0])
```

To combine the results across strata, we wrote the following functions that can be called by plugging in the variables for the outcome (out), treatment (treat), and strata (str):

```r
difference.means = function(out, treat)
{mean(out[treat==1],na.rm=TRUE)-mean(out[treat==0],na.rm=TRUE)}

SE = function(out,treat)
{sqrt(var(out[treat==1],na.rm=TRUE)/sum(treat==1)+var(out
[treat==0],na.rm=TRUE)/sum(treat==0))}
```
strata.average = function(out, treat, str) {
  Q = length(table(str)); n=length(out); differences=rep(NA,Q)
  for (q in 1:Q) differences[q] =
    difference.means(out[str==q],treat[str==q])
  weights=table(str)/n
  overall.difference = weights*differences
  return(list("Mean Difference within Strata"=differences,"Average Weighted Mean Difference"=overall.difference))
}

strata.variance = function(out,treat,str)
(Q = length(table(str))); n=length(out); variances=rep(NA,Q)
for (q in 1:Q) variances[q]= SE(out[str==q],out[str==q])**2
weights = table(str)/n
overall.variance = weights**2*variances
return(list("Variance within Strata"=variances,"Overall Variance"=overall.variance,"Overall SE"=sqrt(overall.variance)))

strata.average(Y,T,strat)
strata.variance.average(Y,T,strat)

1A.1.1.4 Weighting by the Propensity Score
For the IPTW estimators, the point estimates are obtained using

\[
HT.IPTW = \text{mean}\left(\frac{T}{PS} - \frac{1-T}{1-PS}\right) * Y
\]

\[
S.IPTW = \frac{\text{sum}(T * Y / PS)}{\text{sum}(T / PS)} - \frac{\text{sum}((1-T) * Y / (1-PS))}{\text{sum}((1-T) / (1-PS))}
\]

1A.1.1.5 G-Computation
G-computation performs the outcome regression and then predicts the outcome as if all subjects received treatment and also if all subjects received control. Without using MSM, the estimate of the ATE is the average of each individuals predicted $Y_1$ and $Y_0$.

\[
\text{outreg=lm}(Y \sim T+X, \text{data}=\text{dataset})
\]
\[
\text{all.pred=predict(outreg)} \ # \text{predicts Y}
\]
\[
\text{T1.pred=} \text{predict(outreg,newdata=as.data.frame(\text{dataset},T=1))}
\ # \text{predictions when T=1 for all subjects}
\]
\[
\text{T0.pred=} \text{predict(outreg,newdata=as.data.frame(\text{dataset},T=0))}
\ # \text{predictions when T=0 for all subjects}
\]
\[
\text{G.comp = mean(T1.pred-T0.pred)}
\]
1A.1.1.6 Augmented IPTW

Augmented IPTW uses the same predictions of the outcome as G-computation and then combines the predictions to compute the point estimate.

\[
A_{\text{IPTW}} = \text{mean}(\frac{T}{PS} - \frac{1-T}{1-PS}) \times (Y - \text{all.pred}) + \text{mean}(T_1 \text{.pred} - T_0 \text{.pred})
\]

1A.1.1.7 Targeted Maximum Likelihood Estimation

TMLE uses the \texttt{tmle} program and we demonstrate how to specify the parametric forms of the outcome and treatment regressions. Super learning is the default when Qform and gform are unspecified.

```r
library(tmle)
TMLE = tmle(Y=Y, A=T, W=X, Qform=Y ~ A + X, gform= A ~ X)
summary(TMLE)
```
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ABSTRACT  Comparative effectiveness seeks to determine the causal effect of one treatment versus another on health outcomes. Often, it is not ethically or practically possible to conduct a perfectly randomized experiment and instead an observational study must be used. A major difficulty with observational studies is that there might be unmeasured confounding, that is, unmeasured covariates that differ between the treatment and control groups before the treatment and that are associated with the outcome. Instrumental variables analysis is a method for controlling for unmeasured confounding. Instrumental variables analysis requires the measurement of a valid instrumental variable, which is a variable that is independent of the unmeasured confounding and encourages a subject to take one treatment level versus another, while having no effect on the outcome beyond its encouragement of a certain treatment level. This chapter discusses the types of causal effects that can be estimated by instrumental variables analysis; the assumptions needed for instrumental variables analysis to provide valid estimates of causal effects and sensitivity analysis for those assumptions; methods of estimation of causal effects using instrumental variables; and sources of instrumental variables in comparative effectiveness research studies.
2.1 Introduction

As noted in Chapter 1, the goal of comparative effectiveness research is to provide actionable information to patients, healthcare workers, and policymakers about the comparative effects of one treatment versus another. As analysts, this requires specific attention to determining the causal impact of a given intervention on future outcomes. In order to justify a change in the way medicine is practiced, correlation is not sufficient; detecting and quantifying causal connections is necessary.

Medicine has relied on randomized-controlled studies as the gold standard for detecting and quantifying causal connections between an intervention and future outcomes. Randomization offers a clear mechanism for limiting the number of alternate possible explanations for what generates the differences between the treated and control groups. The demand for causal evidence in medicine far exceeds the ability to ethically conduct and finance randomized studies. Observational data offer a sensible alternative source of data for developing evidence about the implications of different medical interventions. However, for studies using observational data to be considered as a reliable source for evidence of causal effects, great care is needed to design studies in a way that limits the number of alternative explanations for observed differences in outcomes between intervention and control. This chapter will examine instrumental variables (IVs) as a framework for designing high-quality observational studies. A few of the common pitfalls to be aware of will be discussed.

2.1.1 Example: Neonatal Intensive Care Units

Medical care for premature infants (preemies) is offered within neonatal intensive care units (NICUs) of varying intensity of care. Higher-intensity NICUs (those classified as various grades of level 3 by the American Academy of Pediatrics) have more sophisticated medical machinery and highly skilled doctors who specialize in the treatment of tiny preemies.

While establishing value requires addressing questions of both costs and outcomes, our example will focus on outcomes, specifically estimating the difference in rates of death between the higher-level NICUs and the lower-level NICUs. Using data from Pennsylvania from the years 1995–2005, a simple comparison of death rates at high-level facilities to low-level facilities shows a higher death rate at high-level facilities, 2.26% compared to 1.25%; the death rate is for in-hospital mortality, which is either a death during the initial birth hospitalization (neonatal death) or a fetal death with a gestational age \( \geq 23 \) weeks and/or a birth weight >400 g that meets a definition of a potentially preventable fetal death by care delivered at the hospital [1]. This higher death rate at high-level facilities is surprising only if one assumes preemies were randomly assigned to either a high- or...
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low-level NICU, regardless of how sick they were. In fact, as in most health applications, the sickest patients were routed to the highest level of intensity. As a result, one cannot necessarily attribute the difference in outcomes between low-level (i.e., low intensity) NICUs and high-level (i.e., high intensity) NICUs to the difference in the intensity of these NICUs; some or all of the difference could be due to differences in the patients served between the two types of NICUs. Fortunately, our data provide a detailed assessment of baseline severity with 45 covariates, including variables such as gestational age, birth weight, congenital disorder indicators, parity, and information about the mother’s socioeconomic status. Yet, even with this level of detail, our data cannot characterize the full set of clinical factors that a physician or family considers when deciding whether to route a preemie to a high-intensity care unit. As shall be discussed, these missing attributes will cause us considerable problems.

The causal effect of treatment at a high-level NICU versus a low-level NICU is the difference in probabilities of death if the same patients were served at both types of NICUs. This is different from what is estimated in the difference in raw rates of death between high-level NICUs and low-level NICUs. These concepts are formalized below.

2.1.2 Fundamentals

2.1.2.1 Potential Outcomes Framework

The literature has made great use of the potential outcomes framework (as described in References 2–4) as a systematic, mathematical description of the cause-and-effect relationship between variables. Although the framework is introduced already in Chapter 1, we recapitulate the notation and assumptions here for the convenience of the reader. Let us assume there are three variables of interest: the outcome of interest $Y$; the treatment variable $T$; and $X$ as a vector of covariates. For most of this chapter, it will be assumed that there are only two treatment levels (e.g., the new intervention under consideration vs. the old intervention), though this assumption is only for simplicity’s sake and treatments with more than two levels are permissible. These two levels will be referred to using the generic terms “treatment” and “control,” without much discussion of what those two words mean aside from saying that they serve as contrasting interventions to one another. In the potential outcomes framework, the notion is that each individual has two possible outcomes—one that is observed if the person were to take the treatment and one if the person were to take the control. In practice, only one of these outcomes can be observed because taking the treatment often precludes taking the control and vice versa. Let subject $i$ taking the treatment be denoted as $T_i = 1$ and subject $i$ taking the control as $T_i = 0$. To formally denote the outcome subject $i$ would experience under the treatment and control, write $Y(T_i = 1)$ and $Y(T_i = 0)$, respectively. To simplify the notation,
let $Y_{1i}$ and $Y_{0i}$ denote the potential outcome under treatment and the potential outcome under control, respectively. In this chapter, $Y$ will be thought of as a scalar, though it is possible to develop a framework where $Y$ is a vector of outcomes. Excellent resources exist for reading up on the potential outcomes framework, for example, References 5–7.

The quantity of interest is the individual-level treatment effect, defined as

$$
\Delta_i = Y_{1i} - Y_{0i}.
$$

Thus, $\Delta_i$ denotes the difference in outcome, for subject $i$, between taking the treatment and control. If this quantity could be observed, then the benefit from intervention would be known explicitly. But, in practice, only one or the other of the potential outcomes is observed. To see this, write the observed outcome, denoted $Y_{obs,i}$, for the $i$th individual, as a function of the potential outcomes [3,4]:

$$
Y_{obs,i} = T_i * Y_{1i} - (1 - T_i) * Y_{0i}.
$$

Observing one of the potential outcomes precludes observing the other. In all but the most contrived settings, this problem is intractable. Both the treatment and control outcomes cannot be observed. So, other parameters of interest must be turned to.

2.1.2.2 Parameters of Interest

Assume that baseline characteristics of the study participants are available. It is important to stress that these should be baseline characteristics that reflect the state of the subject prior to the intervention and should not be posttreatment characteristics that are influenced by the treatment (see Section 2.4.2 of References 7 and 8). Controlling for posttreatment characteristics can bias the estimate of the treatment effect. For example, say a new drug is being tested for its ability to lower the risk of heart attack. High blood pressure is known to correlate with higher risk of heart attack, so it is tempting to control for this covariate. Controlling for blood pressure is likely to improve the precision of the estimate if a pretreatment blood pressure measure is used. However, it would be a mistake to control for a posttreatment measurement of blood pressure because this measurement may be affected by the drug and would thus result in an attenuated estimated causal effect. Intuitively, this is because the estimation procedure is limiting comparison in outcome not just between people who took the drug and who did not but between people who took the drug and then had a certain level of blood pressure and people who did not take the drug and had the same level of blood pressure. The impact from the drug may have already happened via the lowering of the blood pressure.

Let us denote these measured pretreatment characteristics as $X_i$ for the $i$th subject. Further, the subjects are likely to have characteristics that were not
recorded. Let us denote these unobserved characteristics as $U_i$ for the $i$th subject. To keep things simple, assume that the covariates are linearly related to the outcomes like so

$$Y_{1i} = X_i^T \beta^1 + U_i^T \alpha^1,$$
$$Y_{0i} = X_i^T \beta^0 + U_i \alpha^0.$$

Note that the coefficients need to be indexed by the treatment level in order to account for interactions between the treatment level and the covariates.

Combining our equations for the observed outcome and the linear models, the observed outcome can be decomposed in terms of covariates, both observed and unobserved, as well as the treatment:

$$Y_{obs}^i = X_i^T \beta^0 + T_i[(X_i^T \beta^1 - X_i^T \beta^0) + (U_i^T \alpha^1 - U_i^T \alpha^0)] + U_i^T \alpha^0.$$

It is standard in econometrics to think of the above model as a regression, where the coefficient on the treatment variable comes from two sources of variation: the first source is the variation due to the observed covariates, $(X_i^T \beta^1 - X_i^T \beta^0)$, and the second is the variation due to the unobserved covariates, $(U_i^T \alpha^1 - U_i^T \alpha^0)$, where $T_i$ may be correlated with $U_i$. It is common to interpret the first source of variation as the gains for the average person with covariate levels $X_i$, and the second source of variation to be referred to as idiosyncratic gains for subject $i$. The idiosyncratic gains are the part of this model that allows persons $i$ and $j$ to differ in gains from treatment even when $X_i = X_j$.

### 2.1.2.3 Selection Bias

One of the biggest problems with observational studies is that there is selection bias. Loosely speaking, selection bias arises from how the subjects are sorted (or sort themselves) into the treatment or control groups. The intuition here is: the treatment group was different from the control group even before the intervention, and the two groups would probably have had different outcomes even if there had been no intervention at all. Selection bias can occur in a couple of different ways, but one way to write it is

$$f(X, U|T = 1) \neq f(X, U|T = 0),$$

that is, the joint distribution of the covariates for those who received the treatment is different than for those who received the control. If this is true, that there is selection bias, then

$$E[Y_1 - Y_0|X] \neq E[Y_1|X, T = 1] - E[Y_0|X, T = 0].$$
This is problematic because the left-hand side of this equation is our unobservable quantity of interest but the right-hand side is made up of directly observable quantities. But it seems like the above equation is used in other settings, namely, experimentation. Why is that acceptable?

In an experiment, because of randomization, it is known that

$$(X, U) \perp T,$$

where $\perp$ denotes independence. And it follows that

$$E[Y_1 - Y_0|X] = E[Y_1|X, T = 1] - E[Y_0|X, T = 0].$$

Though it is often a dubious claim, many of the standard observational study techniques require an assumption that essentially says that the only selection between treated and control groups is on levels of the observed covariates, that is, $U \perp \perp T|X$. This is sometimes referred to as overt selection bias. Typically, if overt selection bias is the only form of bias then either conditioning on observed covariates (for example by using a regression) or matching is enough to address overt bias. One particular assumption that is invoked quite often in the current health literature is the absence of omitted variables (i.e., only overt bias). In the NICU setting in Section 2.1.1, this would mean that the only variables that doctors and mothers use in deciding which type of NICU a baby is delivered at that also affect death rates are the 45 covariates we have in our data.

Hidden bias exists when there are imbalances in the unobserved covariates. Let’s use the observed outcome formula again, rewriting it like so

$$Y_i^{obs} = X_i^T \beta^0 + T_i E[\Delta|X] + T_i (U_i^T \alpha^1 - U_i^T \alpha^0).$$

A least squares regression of $Y$ on $T$ based on the model above will tend to produce biased estimates for $E[\Delta|X]$ when $T$ is correlated with either $U_i^T \alpha^0$ or $(U_i^T \alpha^1 - U_i^T \alpha^0)$. This can arise from unobserved covariates that influence both potential outcomes and selection into treatment. This bias is referred to as hidden bias. If the average treatment effects given $X$, $E[\Delta|X]$, and the hidden biases given $X$, $E[U_i^T \alpha^1|X, T = 1] - E[U_i^T \alpha^0|X, T = 0]$, are the same for all $X$, then the regression estimate of $E[\Delta|X]$ is biased by

$$E[U_i^T \alpha^1|X, T = 1] - E[U_i^T \alpha^0|X, T = 0].$$

### 2.1.3 Methods to Address Selection Bias

In a randomized experiment setting, inference on the causal effect of treatment on the outcome requires no further assumption than that the subjects were randomized into treatment or control [9]. The randomization guarantees independence of assigned treatment from the covariates. This independence is for all covariates, both observed and unobserved. By observed
covariates, we mean those covariates that appear in the analyst’s data set, and by unobserved covariates, we mean all of those that do not. If the sample is large enough, then this independence means that the treatment group will almost surely have quite a similar covariate distribution as the control group. Therefore, any variation noted in the outcome is more readily attributed to the variation in the treatment level rather than variation in the covariates.

The primary challenge to observational studies is that selection into treatment is not randomly assigned. Usually, there are covariates, both observed and unobserved, which determine who receives treatment and who receives control. In the NICU example of Section 2.1.1, such observed covariates include gestational age (more premature babies are more likely to be delivered at high-level NICUs) and such unobserved covariates include fetal heart tracing results (if the fetal heart trace indicates potential problems, the doctor is more likely to recommend delivering at a high-level NICU). When there are covariates that affect who receives treatment and who receives control, variation in the outcome is not easily attributable to treatment levels because covariates are different between the different levels as well. There are techniques that were created to address this selection bias. These methods can be classified (roughly) into two groups: (1) those methods that address only the observed selection bias and (2) those methods that attempt to address selection bias on both the observed as well as unobserved covariates. Falling into the first category are techniques such as regression, Bayesian hierarchical modeling, propensity score matching, and inverse probability weighting. An account of such methods is provided in Chapter 1. The second category includes methods such as IV, regression discontinuity, and difference-in-differences.

2.1.3.1 Methods to Address Overt Selection Bias

Only through special justification should methods that address only overt bias be considered valid. Usually, this justification takes the form of an assumption. Informally, this assumption can be thought of as saying: selection into the treatment is occurring only on variables that are observed. Formally, this assumption is often written as

\[(Y_0, Y_1) \perp \perp T | X,\]

\[0 < pr(T = 1|X) < 1,\]

where \(\perp \perp\) denotes the conditional independence between the treatment and the joint distribution of the counterfactual outcomes given \(X\). Two random variables are conditionally independent given a third variable if and only if they are independent in their conditional distribution given the conditioning variable. The above assumption, essentially saying that all needed covariates are measured, has a few different names: strongly ignorable treatment
assignment [10], selection on observables [11], conditional independence, no hidden bias (only overt bias due to \( X \)), no unmeasured confounders (in the epidemiology literature), or the absence of omitted variable bias (in the econometrics literature).

To assume strongly ignorable treatment assignment in many medical applications is counterintuitive. In practice, the analyst often has access to only some subset of the recorded information from the patients’ interaction with the health system. For example, many studies are based on administrative data (e.g., insurance claims) that are good for indicating the presence of a condition but not its severity, whereas medical decision makers have more information about the severity, for example, from the results of labs and biometric information. It is possible that as electronic health records become more readily available, this problem will diminish. But even when the health analyst does have access to electronic health records, the health analyst should be aware that medical practitioners are keen observers and intuitively adept at identifying issues that either may go unrecorded or may even be unquantifiable (e.g., practitioners will regularly refer to the frailty of a patient, which seems to be a generally understood yet unmeasurable quality of a patient). Given the additional information the medical decision makers have, and their desire to choose an optimal outcome, medical decision makers are actively working against the reasonableness of strongly ignorable treatment assignment.

It is unfortunate that methods that were designed only to address overt bias have become the default tools of choice in the literature. Given the complexity of health decision, it strains credibility that all variables that influence treatment and outcome are recorded and available to the analyst. The default for health analysts (and critically minded reviewers) should be to assume unobserved selection is occurring and to look for ways of mitigating it.

\[ 2.1.3.2 \textbf{Instrumental Variables: A Framework to Address Overt Bias and Bias Due to Omitted Variables} \]

Regression, propensity score matching, and any methods predicated on only overt bias do not address selection on unobserved covariates. It is important to be aware of this because a well-informed researcher needs to judge if available covariates are enough to make a compelling argument for the absence of omitted variables. This is often a dubious claim because (1) a clever reviewer will find several variables missing from your data set and/or (2) there are intangible variables that are difficult, or perhaps inconceivable, to measure. IV techniques are one way of addressing unobserved selection bias.

It is important to note IV techniques do not come for free and have their own assumptions. It is important to consider these assumptions carefully before deciding to use an IV analysis.

An IV design takes advantage of randomness that occurs in the treatment assignment to help address imbalances in the unobserved variables.
An instrument is a haphazard nudge toward acceptance of a treatment that affects outcomes only to the extent that it affects acceptance of the treatment. In settings in which treatment assignment is mostly deliberate and not random, there may nevertheless exist some essentially random nudges to accept treatment, so that use of an instrument might extract bits of random treatment assignment from a setting that is otherwise quite biased in its treatment assignments.

There have been many different formulations of IV, reflecting the diverse academic traditions that use IV. Though IVs existed in the literature for quite some time, Reference 12 used the potential outcomes framework to bring greater clarity to the math of IV. For the health analyst, perhaps Reference 2 offers the most intuitive introduction to IVs, framing IV as a randomized trial with noncompliance. The frameworks for IV discussed in References 2 and 12 enhance the classic econometric presentation of IVs where the focus is on correlation with the error term. Health analysts will likely find these introductions most engaging.

To illustrate IVs, consider the NICU example from earlier.

2.1.4 Instrumental Variables: NICU Example Revisited

NICUs have been established to deliver high-intensity care for premature infants (those infants born before 37 weeks of gestation). Considering all of the preemies that were delivered in Pennsylvania between 1995 and 2005, 2.26% of the preemies delivered at high-level NICUs died while only 1.25% of the preemies who were delivered at low-level NICUs died. No one believes the difference in outcomes reported above is solely attributable to the difference in level of intensity of treatment. People believe it is due to difference in covariates. Based on the observable covariates, this is plausible because the preemies delivered at high-level NICUs weighed almost 250 g less than the preemies that were delivered at low-level NICUs (2,454 at high-level NICUs vs. 2,693 at low-level NICUs). Similarly, preemies delivered at high-level NICUs were born a week earlier than their counterparts at low-level NICUs on average (34.5 weeks vs. 35.5 weeks).

Unfortunately, complete medical records were not available for this study. Only birth and death certificates and a form, UB-92, that hospitals provide were available. It is quite likely that not all necessary covariates in our data set are available, so assuming only overt bias is likely to lead to biased estimates. To attempt to deal with this problem, References 1 and 13 used an IV approach. They used distance to treatment facility as an instrument, because travel time largely determines the likelihood that mother will deliver at a given facility but appears to be largely uncorrelated with the level of severity a preemie experiences.

To help visualize the problem, look at Figure 2.1. This is an example of a directed acyclic graph [6]. The arrows denote causal relationships. Read the relationship between variables $T$ and $Y$ like so: Changing the value of
FIGURE 2.1
Directed acyclic graph for the relationship between an instrumental variable \( Z \), a treatment \( T \), unmeasured confounders \( U \), and an outcome \( Y \).

\( T \) causes \( Y \) to change. In our example, \( Y \) represents mortality. The variable \( T \) indicates whether or not a baby attended a high-level NICU. Our goal is to understand the arrow connecting \( T \) to \( Y \). In order to keep the current example simple, assume there are no observed covariates (which would be denoted using an \( X \) in Figure 2.1). In general, IV techniques are able to adjust for variation in observed covariates (see Section 2.3.4).

The \( U \) variable causes consternation as it represents the unobserved level of severity of the preemie and it is causally linked to both mortality (sicker babies are more likely to die) and to which treatment the preemies select (sicker babies are more likely to be delivered in high-level NICUs). Because \( U \) is unobserved directly, it cannot be precisely adjusted for using statistical methods such as propensity scores or regression. If the story stopped with just \( T, Y, \) and \( U \), then the effect of \( T \) on \( Y \) could not be estimated.

IV estimation makes use of an uncomplicated form of variation in the system. What is needed is a variable, typically called an instrument (represented by \( Z \) in Figure 2.1), that has very special characteristics. It takes some practice to understand exactly what constitutes a good IV.

Consider excess travel time as a possible instrument. Excess travel time is defined as the time it takes to travel from the mother’s residence to the nearest high-level NICU minus the time it takes to travel to the nearest low-level NICU. If the mother lives closest to a high-level NICU, then excess travel time will take on negative values. If she lives closest to a low-level NICU, excess travel time will be positive.

There are three key features a variable must have in order to qualify as an instrument (see Section 2.3 for mathematical details on these features and additional assumptions for IV methods). The first feature (represented by the directed arrow from \( Z \) to \( T \) in Figure 2.1) is that the instrument causes a change in the treatment assignment. Women tend to deliver at hospitals near their home [14]. By selecting where to live, mothers assign themselves to be
more or less likely to deliver in a high-level NICU. The fact that changes in the instrument are associated with changes in the treatment is verifiable from the data.

The second feature (represented by the crossed-out arrow from $Z$ to $U$) is that the instrument is not associated with variation in unobserved variables $U$ that also affect the outcome. That is, $Z$ is not connected to the unobserved confounding that was a worry to begin with. In our example, this would mean unobserved severity is not caused by variation in geography. Since high-level NICUs tend to be in urban areas and low-level NICUs tend to be the only type in rural areas, this assumption would be dubious if there were high levels of pollutants in urban areas or if there were more pollutants in the drinking water in rural areas than in urban areas. The pollutants may have an impact on the unobserved levels of severity. The assumption that the instrument is not associated with variation in the unobserved variables, while most certainly an assumption, can at least be corroborated by looking at the values of variables that are perhaps related to the unobserved variables of concern (see Section 2.5.1).

The third feature (represented by the crossed-out line from $Z$ to $Y$ in Figure 2.1) is that the instrument does not cause the outcome variable to change directly. That is, it is only through its impact on the treatment that the IV affects the outcome. In our case, presumably a nearby hospital with a high-level NICU affects mortality only if the baby receives care at that hospital. That is, proximity to a high-level NICU in and of itself does not change the probability of death for a preemie, except through the increased probability of the preemie being delivered at the high-level NICU. This is referred to as the exclusion restriction (ER); see Reference 12 for discussion. In our case, the ER seems quite reasonable.

### 2.2 Sources of Instruments in Comparative Effectiveness Research Studies

In this section, common types of IVs that have been used in comparative effectiveness research studies will be described and issues to consider in assessing their validity will be discussed. Common types of IVs in comparative effectiveness research are summarized in Table 2.1. One way to study the effect of a treatment when that treatment cannot be controlled is to conduct a randomized encouragement trial. In such a trial, some subjects are randomly chosen to get extra encouragement to take the treatment and the rest of the subjects receive no extra encouragement [2]. For example, Permutt and Hebel [15] studied the effect of maternal smoking during pregnancy on an infant’s birth weight using a randomized encouragement
### TABLE 2.1
Common Sources of IVs in Comparative Effectiveness Studies

<table>
<thead>
<tr>
<th>Source of Instrumental Variable</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Randomized encouragement</td>
<td>Pregnant women randomly assigned to receive extra encouragement versus usual encouragement to not smoke during pregnancy [16]</td>
</tr>
<tr>
<td>Distance</td>
<td>Difference between distance lived from nearest hospital that performs cardiac catheterization and nearest hospital that does not [17]</td>
</tr>
<tr>
<td>Preference of physicians</td>
<td>Preference of a patient’s physician for using selective cyclooxygenase 2 inhibitors versus nonselective nonsteroidal anti-inflammatory drugs for treating GI problems [18]</td>
</tr>
<tr>
<td>Preference of hospitals</td>
<td>Preference of the hospital a patient is treated at for using surgery versus endovascular therapy for treating patients with a ruptured cerebral aneurysm [19]</td>
</tr>
<tr>
<td>Preference of geographic regions</td>
<td>Preference of geographic region a patient lives in for treating breast cancer with surgery plus irradiation versus mastectomy [20]</td>
</tr>
<tr>
<td>Calendar time</td>
<td>For studying the effect of hormone replacement therapy (HRT) on postmenopausal women, before 2002 versus after 2002 (when use of HRT dropped sharply) [21]</td>
</tr>
<tr>
<td>Genetic variation</td>
<td>For studying the effect of HDL cholesterol levels on cardiovascular disease, single nucleotide polymorphisms (SNPs) that are associated with high HDL levels but not associated with other cardiovascular disease biomarkers [22]</td>
</tr>
<tr>
<td>Timing of admission</td>
<td>For studying the effect of waiting time for surgery for hip fracture, whether patient was admitted on weekend versus weekday [23]</td>
</tr>
<tr>
<td>Insurance plan</td>
<td>For studying the effect of β-blocker adherence after hospitalization for heart failure, the drug copayment amount of the patient’s insurance plan [24]</td>
</tr>
</tbody>
</table>

trial in which some mothers received extra encouragement to stop smoking through a staff person providing information, support, practical guidance, and behavioral strategies [16]. For a randomized encouragement trial, the randomized encouragement assignment (1 if encouraged, 0 if not encouraged) is a potential IV. The randomized encouragement is independent of unmeasured confounders because it is randomly assigned by the investigators and will be associated with the treatment if the encouragement is effective. The only potential concern with the randomized encouragement being a valid IV is that the randomized encouragement might have a direct effect on the outcome not through the treatment. For example, in the randomized encouragement trial to encourage expectant mothers to stop smoking, the encouragement could have a direct effect if the staff person...
providing the encouragement also encouraged expectant mothers to stop drinking alcohol during pregnancy. To minimize a potential direct effect of the encouragement, Sexton and Hebel [16] asked the staff person providing encouragement to avoid recommendations or information concerning other habits that might affect birth weight such as alcohol or caffeine consumption and also prohibited the discussion of maternal nutrition or weight gain.

When comparing two treatments, one of which is only provided by specialty care providers and one of which is provided by more general providers, the distance a person lives from the nearest specialty care provider has often been used as an IV. Proximity to a specialty care provider particularly enhances the chance of being treated by the specialty care provider for acute conditions. For less acute conditions, patients/providers have more time to decide and plan where to be treated, and proximity may have less of an influence on treatment selection. For treatments that are stigmatized such as substance abuse treatment, proximity could have a negative effect on the chance of being treated. A classic example of the use of distance as an IV is McClellan et al.’s study of the effect of cardiac catheterization for patients suffering a heart attack [17]; the IV used in the study was the difference in distance the patient lives from the nearest hospital that performs cardiac catheterization compared to the nearest hospital that does not perform cardiac catheterization. Another example is the study of the effect of high-level NICUs versus low-level NICUs [1] that was discussed in Section 2.1.4. Because distance to a specialty care provider is often associated with socioeconomic characteristics, it will typically be necessary to control for socioeconomic characteristics in order for distance to be potentially independent of unmeasured confounders. The possibility that distance might have a direct effect because the time it takes to receive treatment affects outcomes needs to be considered in assessing whether distance is a valid IV.

A general strategy for finding an IV for comparing two treatments A and B is to look for naturally occurring variation in medical practice patterns at the level of geographic region, hospital, or individual physician, and then use whether the region/hospital/individual physician has a high or low use of treatment A as the IV. Brookhart and Schneeweiss [25] termed these IVs “preference-based instruments” because they are derived from the assumption that different providers or groups of providers have different preferences or treatment algorithms dictating how medications or medical procedures are used. Examples of studies using preference-based IVs are Reference 20 that studied the effect of surgery plus irradiation versus mastectomy for breast cancer patients using geographic region as the IV, Reference 19 that studied the effect of surgery versus endovascular therapy for patients with a ruptured cerebral aneurysm using hospital as the IV, and Reference 18 that studied the benefits and risks of selective cyclooxygenase 2 inhibitors versus nonselective nonsteroidal anti-inflammatory drugs for treating gastrointestinal (GI) problems using individual physician as the IV. For the proposed preference-based IVs, it is important to consider that the patient mix may differ between the
different groups of providers with different preferences, which would make the preference-based IV invalid unless patient mix is fully controlled for. It is useful to look at whether measured patient risk factors differ between groups of providers with different preferences. If there are measured differences, there are likely to be unmeasured differences as well; see Section 2.5 for further discussion. Also, for the proposed preference-based IVs, it is important to consider whether the IV has a direct effect; a direct effect could arise if the group of providers that prefers treatment $A$ treats patients differently in ways other than the treatment under study compared to the providers who prefer treatment $B$. For example, Newman et al. [26] studied the efficacy of phototherapy for newborns with hyperbilirubinemia and considered the frequency of phototherapy use at the newborn’s birth hospital as an IV. However, chart reviews revealed that hospitals that use more phototherapy also have a greater use of infant formula; use of infant formula is also thought to be an effective treatment for hyperbilirubinemia. Consequently, the proposed preference-based IV has a direct effect (going to a hospital with a higher use of phototherapy also means a newborn is more likely to receive infant formula even if the newborn does not receive phototherapy) and is not valid. The issue of whether a proposed preference-based IV has a direct effect can be studied by looking at whether the IV is associated with concomitant treatments such as use of infant formula [25]. A related way in which a proposed preference-based IV can have a direct effect is that the group of providers who prefer treatment $A$ may have more skill than the group of providers who prefer treatment $B$. Also, providers who prefer treatment $A$ may deliver treatment $A$ better than those providers who prefer treatment $B$ because they have more practice with it, for example, doctors who perform surgery more often may perform better surgeries. Korn and Baumrind [27] discuss a way to assess whether there are provider skill effects by collecting data from providers on whether or not they would have treated a different provider’s patient with treatment $A$ or $B$ based on the patient’s pretreatment records.

Another common source for an IV is calendar time. Variations in the use of one treatment versus another could result from changes in guidelines; changes in formularies or reimbursement policies; changes in physician preference (e.g., due to marketing activities by drug makers); release of new effectiveness or safety information; or the arrival of new treatments to the market [28]. For example, Shetty et al. [21] studied the effect of hormone replacement therapy (HRT) on cardiovascular health among postmenopausal women using calendar time as an IV. HRT was widely used among postmenopausal women until 2002; observational studies had suggested that HRT reduced cardiovascular risk, but the Women’s Health Initiative randomized trial reported opposite results in 2002, which caused HRT use to drop sharply. A proposed IV based on calendar time could be associated with confounders that change in time such as the characteristics of patients who enter the cohort, changes in other medical practices, and changes in
medical coding systems [28]. The most compelling type of IV based on calendar time is one where a dramatic change in practice occurs in a relatively short period of time [28].

Another general source for potential IVs is genetic variants that affect treatment variables. For example, Voight et al. [22] studied the effect of high-density lipoprotein (HDL) cholesterol on myocardial infarction (MI) using as an IV the genetic variant LIPG 396Ser allele for which carriers have higher levels of HDL cholesterol but similar levels of other lipid and nonlipid risk factors compared to noncarriers. Another example is that Wehby et al. [29] studied the effect of maternal smoking on orofacial clefts in their babies using genetic variants that increase the probability that a mother smokes as IVs. The approach of using genetic variants as an IV is called Mendelian randomization because it makes use of the random assignment of genetic variants conditional on parents’ genes discovered by Mendel and References 30 and 31 provide good reviews of Mendelian randomization methods. Although genetic variants are randomly assigned conditional on a parent’s genes, genetic variants need to satisfy additional assumption to be valid IVs:

1. **Not associated with unmeasured confounders through population stratification.** Most Mendelian randomization analyses do not condition on parents’ genes, creating the potential of the proposed genetic variant IV being association with unmeasured confounders through population stratification. Population stratification is a condition where there are subpopulations, some of which are more likely to have the genetic variant, and some of which are more likely to have the outcome through mechanisms other than the treatment being studied. For example, consider studying the effect of alcohol consumption on hypertension. Consider using the ALDH2 null variant, which is associated with alcohol consumption, as an IV (individuals who are homozygous for the ALDH2 null variant have severe adverse reactions to alcohol consumption and tend to drink very little [31]). The ALDH2 null variant is much more common in people with Asian ancestry than other types of ancestry [32]. Suppose ancestry was not fully measured. If ancestry is associated with hypertension through means other than differences in the ALDH2 null variant (e.g., through different ancestries tending to have different diets), then ALDH2 would not be a valid IV because it would be associated with an unmeasured confounder.

2. **Not associated with unmeasured confounders through genetic linkage.** Genetic linkage is the tendency of genes that are located near to each other on a chromosome to be inherited together because the genes are unlikely to be separated during the crossing over of the mother’s and father’s DNA [33]. Consider using a gene A as an IV where gene
A is genetically linked to a gene B that has a causal effect on the outcome through a pathway other than the treatment being studied. If gene B is not measured and controlled for, then gene A is not a valid IV because it is associated with the unmeasured confounder gene B.

3. No direct effect through pleiotropy. Pleiotropy refers to a gene having multiple functions. If the genetic variant being used as an IV affects the outcome through a function other than affecting the treatment being studied, this would mean the genetic variant has a direct effect. For example, consider the use of the APOE genotype as an IV for studying the causal effect of low-density lipoprotein cholesterol (LDLc) on MI risk. The ε2 variant of the APOE gene is associated with lower levels of LDLc but is also associated with higher levels of high-density lipoprotein cholesterol, less efficient transfer of very low-density lipoproteins and chylomicrons from the blood to the liver, greater postprandial lipemia and an increased risk of type III hyperlipoproteinemia (the last three of which are thought to increase MI risk) [31]. Thus, the gene APOE is pleiotropic, affecting MI risk through different pathways, making it unsuitable as an IV to examine the causal effect of any one of these pathways on MI risk.

Another source of IVs for comparative effectiveness research studies is timing of admission variables. For example, Reference 23 used the day of the week of hospital admission as an IV for waiting time for surgery to study the effects of waiting time on length of stay and inpatient mortality among patients admitted to the hospital with a hip fracture. Day of the week of admission is associated with waiting time for surgery because many surgeons only do nonemergency operations on weekdays, and therefore patients admitted on weekends for nonemergency surgery may have to wait longer for the surgery. In order for weekday versus weekend admission to be a valid IV, patients admitted on weekdays versus weekends must not differ on unmeasured characteristics (i.e., the IV is independent of unmeasured confounders) and other aspects of hospital care that affect the patients’ outcomes besides surgery must be comparable on weekdays versus weekends (i.e., the IV has no direct effect). Another example of a timing of admission variable used as an IV is hour of birth as an IV for a newborn’s length of stay in the hospital [34,35].

An additional general source of potential IVs for comparative effectiveness research studies is insurance plans, which may vary in the amount of reimbursement they provide for different treatments. For example, Reference 24 used drug copayment amount as an IV to study the effect of β-blocker adherence on clinical outcomes and healthcare expenditures after a hospitalization for heart failure. In order for variations in insurance plan like drug copayment amount to be a valid IV, insurance plans must have comparable patients after controlling for measured confounders (i.e., the IV is independent of
unmeasured confounders) and insurance plans must not have an effect on the outcome of interest other than through influencing the treatment being studied (i.e., the IV has no direct effect).

### 2.3 IV Assumptions and Estimation for Binary IV and Binary Treatment

In this section, the simplest setting of a binary instrument and a binary treatment will be considered. The main ideas in IV methods are most easily understood in this setting and the ideas will be expanded to more complicated settings later.

#### 2.3.1 Framework and Notation

The Neyman–Rubin potential outcomes framework will be used to describe causal effects [3,4]. Let $Z_i$ denote the IV for subject $i$, where $Z_i = 0$ or 1 for a binary IV. Level 1 of the IV is assumed to mean the subject was encouraged to take level 1 of the treatment, where the treatment has levels 0 and 1. Let $T_{zi}$ be the potential treatment received for subject $i$ if she were assigned level $z$ of the IV. $-T_{1i}$ is the treatment that subject $i$ would receive if she were assigned level 1 of the IV and $T_{0i}$ is the treatment that $i$ would receive if she were assigned level 0 of the IV. The observed treatment received for subject $i$ is $T_i ≡ T_{Zi}$. Let $Y_{zti}$ be the potential outcome for subject $i$ if she were assigned level $z$ of the IV and level $t$ of the treatment—there are four such potential outcomes $Y_{11i}, Y_{10i}, Y_{01i}, Y_{00i}$. However, only one of them will be observed in practice. The observed outcome for subject $i$ is $Y_i ≡ Y_{ZiT_i}$. Let $X_i$ denote observed covariates for subject $i$.

Reference 12 considered an IV to be a variable satisfying the following five assumptions:

1. **IV is correlated with the treatment received.** $E(T_{1i}|X_i) > E(T_{0i}|X_i)$.
2. **IV is independent of unmeasured confounders (conditional on covariates).** $Z_i$ is independent of $(T_{1i}, T_{0i}, Y_{11i}, Y_{10i}, Y_{01i}, Y_{00i})|X$.
3. **ER.** This assumption says that the IV affects outcomes only through its effect on treatment received: $Y_{zdi} = Y_{zti}$. Under the ER, write $Y_{di} ≡ Y_{zdi}$ for any $z$, that is, $Y_{1i}$ is the potential outcome for subject $i$ if she were to receive level 1 of the treatment (regardless of her level of the IV) and $Y_{0i}$ is the potential outcome if she were to receive level 0 of the treatment. This assumption is called the no direct effect assumption.
4. **Monotonicity assumption.** This assumption says that there are no subjects who are “defiers,” who would only take level 1 of the treatment if not encouraged to do so, that is, no subjects with $T_{1i} = 0, T_{0i} = 1$.

5. **Stable unit treatment value assumption (SUTVA).** This assumption says that the treatment affects only the subject taking the treatment and the treatment effect is stable through time (see References 12 and 36 for details). The first part of this assumption, that the treatment affects only the subject taking the treatment, is called the no interference assumption.

The first three assumptions are the assumptions depicted in Figure 2.1.

The fourth assumption, monotonicity, plays a role in interpreting the standard IV estimate as a causal effect for a certain subpopulation. A subject in a study with binary IV and treatment can be classified into one of four latent compliance classes based on the joint values of potential treatment received [12]: $C_i = \text{never-taker (nt)}$ if $(T_{0i}, T_{1i}) = (0,0)$; complier (co) if $(T_{0i}, T_{1i}) = (0,1)$; always-taker (at) if $(T_{0i}, T_{1i}) = (1,1)$, and defier (de) if $(T_{0i}, T_{1i}) = (1,0)$. Table 2.2 shows the relationship between observed groups and latent compliance classes. Under the monotonicity assumption, the set of defiers will be empty. The never-takers and always-takers do not change their treatment status when the instrument changes, so under the ER assumption, the potential treatment and potential outcome under either level of the IV ($Z_i = 1$ or 0) is the same. Consequently, the IV is not helpful for learning about the treatment effect for always-takers or never-takers. Compliers are subjects who change their treatment status with the instrument, that is, the subjects would take the treatment if they were encouraged to take it by the IV but would not otherwise take the treatment. Because these subjects change their treatment with the level of the IV, the IV is helpful for learning about their treatment effects. The average causal effect for this subgroup, $E(Y_{1i} - Y_{0i} | C_i = \text{co})$, is called the complier average causal effect (CACE) or the local average treatment effect (LATE). It provides the information on the average causal effect of receiving the treatment for compliers.

### Table 2.2
Relation between Observed Groups and Latent Compliance Classes

<table>
<thead>
<tr>
<th>$Z_i$</th>
<th>$T_i$</th>
<th>$C_i$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>Complier</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>Never-taker</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>Never-taker</td>
</tr>
<tr>
<td>0</td>
<td>1</td>
<td>Always-taker</td>
</tr>
</tbody>
</table>

**Note:** When the monotonicity assumption holds, there are no defiers.
monotonicity does not hold, the standard IV estimator (2.3) discussed in Section 2.3.2 estimates the quantity [12].

\[
\frac{E(Y_{1i} - Y_{0i}|C_i = co) \times P(C_i = co)}{P(C_i = co) + P(C_i = de)} - E(Y_{1i} - Y_{0i}|C_i = de) \times \frac{P(C_i = co)}{P(C_i = co) + P(C_i = de)} - \frac{P(C_i = de)}{P(C_i = co) - P(C_i = de)}.
\] (2.1)

Equation 2.1 could potentially be negative even if the treatment has a positive effect for all subjects [12]. However, the IV method estimate of the CACE is not generally sensitive to small violations of the monotonicity assumption [12]. Additionally, if the treatment has the same effect for compliers and defiers, the monotonicity assumption is not needed as Equation 2.1 equals the CACE, \(E(Y_{1i} - Y_{0i}|C_i = co)\) [37]. For further discussion of understanding the treatment effect that the IV method estimates, see Section 2.4.

The fifth IV assumption, SUTVA, also plays a role in interpreting what the standard IV method estimate (2.3) estimates. Consider in particular the no interference assumption part of SUTVA that subject \(A\) receiving the treatment affects only subject \(A\) and not other subjects. In the NICU study, the no interference assumption is reasonable—if preemie \(A\) is treated at a high-level NICU, this does not affect preemie \(B\)’s outcome. If there were crowding effects (e.g., treating additional babies at a hospital decreases the quality of care for babies already under care at that hospital), this assumption might not be true. SUTVA is also not appropriate for situations like estimating the effect of a vaccine on an individual because herd immunization would lead to causal links between different people [38]. When no interference fails to hold, the IV method is roughly estimating the difference between the effect of the treatment and the spillover effect of some units being treated on those units left untreated (see Reference 39 for a precise formulation and details).

In economics, a latent index model is often considered for causal inference about the effect of a binary treatment based on a structural equation model or two-stage linear model, for example,

\[
T_i^* = \alpha_0 + \alpha_1 Z_i + \epsilon_{i1}
\]
\[
Y_i = \beta_0 + \beta_1 T_i + \epsilon_{i2}
\]

where

\[
T_i = \begin{cases} 
1 & \text{if } T_i^* > 0 \\
0 & \text{if } T_i^* \leq 0
\end{cases}
\]

\(Z_i \perp \perp \epsilon_{i1}, \epsilon_{i2} \).
Vytlacil [40] shows that a nonparametric version of the latent index model is equivalent to Assumptions 1–5 above that Angrist et al. [12] use to define an IV.

### 2.3.2 Two-Stage Least Squares (Wald) Estimator

Let us first consider IV estimation when there are no observed covariates \( \mathbf{X} \). For binary IV and treatment variable, Angrist et al. [12] show that under the framework and assumptions in Section 2.3.2, the CACE is nonparametrically identified by

\[
E (Y_1 - Y_0 | C_i = c_0) = \frac{E(Y_i | Z_i = 1) - E(Y_i | Z_i = 0)}{E(T_i | Z_i = 1) - E(T_i | Z_i = 0)},
\]

which is the intention-to-treat (ITT) effect divided by the proportion of compliers.

The standard IV estimator or two-stage least squares (2SLS) estimator is the ratio of sample covariances [41]

\[
\hat{\text{CACE}}_{2SLS} = \frac{\hat{\text{cov}}(Y_i, Z_i)}{\hat{\text{cov}}(T_i, Z_i)}
= \frac{\hat{E}(Y_i | Z_i = 1) - \hat{E}(Y_i | Z_i = 0)}{\hat{E}(T_i | Z_i = 1) - \hat{E}(T_i | Z_i = 0)},
\]

for binary IV and treatment.

The 2SLS estimator \( \hat{\text{CACE}}_{2SLS} \), sometimes called the Wald estimator, is the sample analog of Equation 2.2 and consistently estimates the CACE. The asymptotic standard error for \( \hat{\text{CACE}}_{2SLS} \) is given in Reference 42, Theorem 3.

The 2SLS estimator (2.3) can be used when information on \( Y, Z, \) and \( T \) are not available in a single data set, but one data set has \( Y \) and \( Z \) and the other data set has \( T \) and \( Z \); this is called two-sample IV estimation [43,44]. For example, Kaushal [45] studied the effect of food stamps on body mass index (BMI) in immigrant families using differences in state responses to a change in federal laws on immigrant eligibility for the food stamp program as an IV. The National Health Interview Study was used to estimate the effect of state lived in on BMI and the Current Population Survey was used to estimate the effect of state lived in on food stamp program participation because neither data set contained all three variables.

### 2.3.3 More Efficient Estimation

Let \( \mu^{c1} = E(Y_{1i} | C_i = c_0) \), \( \mu^{c0} = E(Y_{0i} | C_i = c_0) \), \( \mu^a = E(Y_i | C_i = at) \), \( \mu^n = E(Y_i | C_i = nt) \), and \( \pi_a \), \( \pi_c \), and \( \pi_n \) denote the proportion of always-takers, compliers, and never-takers, respectively. Note that by Assumptions 1–5 and
the mixture structure of the outcomes of the four observed groups shown in Table 2.2,

\[
E(Y|Z_i = 1, T_i = 1) = \frac{\pi_c}{\pi_c + \pi_a} \mu^c + \frac{\pi_a}{\pi_c + \pi_a} \mu^a,
\]

\[
E(Y|Z_i = 1, T_i = 0) = \mu^n,
\]

\[
E(Y|Z_i = 0, T_i = 0) = \frac{\pi_c}{\pi_c + \pi_n} \mu^c + \frac{\pi_n}{\pi_c + \pi_n} \mu^n,
\]

\[
E(Y|Z_i = 0, T_i = 1) = \mu^a,
\]

where the quantities on the left-hand side are expectations of observed outcomes and the quantities on the right-hand side are functions of expected potential outcomes and proportions for latent compliance classes. The 2SLS or standard IV estimator is to use the data in the \((Z_i = 1, T_i = 0)\) group to get \(\hat{\mu}_n\) and then plug it into Equation 2.5 to get \(\hat{\mu}^c_0\), and use the data in the \((Z_i = 0, T_i = 0)\) group for \(\hat{\mu}_n\) and then plug it into Equation 2.4 to get \(\hat{\mu}_c^1\). However, the data information in the mixture groups \((Z_i = 1, T_i = 1)\) and \((Z_i = 0, T_i = 0)\) is not used in the 2SLS estimator (2.3) even though it can be useful for estimating the average potential outcomes. Similarly, the 2SLS estimator uses only the information in the treatment group \((Z_i = 1)\) to estimate \(\pi_n\) and only the information in the control group \((Z_i = 0)\) to estimate \(\pi_a\), but the mixture structure (see Table 2.1) implies that there is additional information in the control group for estimating \(\pi_n\) and additional information in the treatment group for estimating \(\pi_a\).

Imbens and Rubin [46,47] proposed two approaches using mixture modeling to estimate the CACE. One approach assumes a parametric distribution (normal) for the outcomes and then estimates the CACE by maximum likelihood using the EM algorithm. This estimator provides considerable efficiency gains over the 2SLS estimator when the parametric assumptions hold. However, when the parametric assumptions are wrong, this estimator can be inconsistent, whereas the 2SLS estimator is consistent; see Table 4 of Reference 48 for finite-sample results. Imbens and Rubin’s other approach to using mixture modeling to estimate the CACE is to approximate the density of the outcome distribution for each compliance class under each randomization group as a piecewise constant function, and then estimate the CACE by maximum likelihood [46]. This approach is in principle nonparametric as the number of constant pieces in each density function can be increased with the sample size. However, Reference 46 does not provide a systematic approach for choosing the number of and locations of the pieces.

To take into account the mixture structure in outcome distribution, Cheng et al. [48] developed a systematic and easily implementable approach for inference about the CACE using empirical likelihood [49]. Empirical likelihood profiles a general multinomial likelihood with support on the observed data points and therefore is an easily constructed random approximation...
to unknown distributions. Maximum empirical likelihood estimators have good properties. The maximum empirical likelihood estimator for the CACE is robust to parametric distribution assumptions since the empirical likelihood for a parameter such as the CACE is the nonparametric profile likelihood for the parameter. Cheng et al. [48] show that the maximum empirical likelihood estimator for the CACE provides substantial efficiency gains over the 2SLS estimator in finite samples.

In addition to the inference on CACE, Cheng et al. [50] developed a semiparametric IV method based on the empirical likelihood approach for distributional treatment effects for compliers and other general functions of the compliers’ outcome distribution. They showed that their estimators are substantially more efficient than the standard IV estimator for treatment effects on outcome distributions (see Section 2.8.3 for more details).

2.3.4 Estimation with Observed Covariates

As discussed above, various methods have been proposed to use IVs to overcome the problem of selection bias in estimating the effect of a treatment on outcomes without covariates. However, in practice, instruments may be valid only after conditioning on covariates. For example, in the NICU study of Section 2.1.4, race is associated with the proposed IV excess travel time and race is also thought to be associated with infant mortality through mechanisms other than level of NICU delivery such as maternal age, previous cesarean section, inadequate prenatal care, chronic medical conditions, and other incompletely understood mechanisms such as social support and other contextual factors [51]. Consequently, in order for excess travel time to be independent of unmeasured confounders conditional on measured covariates, it is important that race be included as a measured covariate. Note that if race is associated with an unmeasured variable such as social support that affects infant mortality, then controlling for race in the IV analysis will control for the effect of social support as long as social support is only associated with excess travel time through race. See Figure 2.2.

To incorporate covariates into the 2SLS estimator, regress $T_i$ on $X_i$ and $Z_i$ in the first stage to obtain $\hat{T}_i$ and then regress $Y_i$ on $\hat{T}_i$ and $X_i$ in the second stage. Denote the coefficient on $\hat{T}_i$ in the second-stage regression by $\hat{\lambda}_{\text{2SLS}}$. The estimator $\hat{\lambda}_{\text{2SLS}}$ estimates some kind of covariate-averaged CACE as we shall discuss [52]. Let $(\lambda, \phi)$ be the minimum mean squared error linear approximation to the average response function for compliers $E(Y|X, T, C = \text{co})$, that is, $(\lambda, \phi) = \arg\min_{\lambda^*, \phi^*} E[(Y - \phi^*T X - \lambda^*T)^2|C = \text{co}]$ (where $X$ is assumed to contain the intercept). Specifically, if the CACE given $X$ is the same for all $X$ and the effect of $X$ on the outcomes for compliers is linear (i.e., $E(Y|X, T, C = \text{co}) = \phi^T X + \lambda T$), then $\lambda$ equals the CACE. The estimator $\hat{\lambda}_{\text{2SLS}}$ is a consistent (i.e., asymptotically unbiased) estimator of $\lambda$. Thus,
FIGURE 2.2
Directed acyclic graph for the NICU example, where it is assumed that the graph is conditional on measured confounders such as birth weight, gestational age, and so on. Suppose race is a measured covariate but social support is not measured. If the dashed line with a \( a? \) between race and social support does not exist (i.e., no association between social support and excess travel time after controlling for race), then the IV analysis controlling for race will also effectively control for social support even though social support is unmeasured. However, if the dashed line with a \( a? \) does exist, then the IV analysis will not fully control for social support and be biased.

if the CACE given \( X \) is the same for all \( X \) and the effect of \( X \) on the outcomes for compliers is linear, \( \hat{\lambda}^{2SLS} \) is a consistent estimator of the CACE. The standard error for \( \hat{\lambda}^{2SLS} \) is not the standard error from the second-stage regression but needs to account for the sampling uncertainty in using \( \hat{T}_i \) as an estimate of \( E(T_i|X_i, Z_i) \); see References 53–55 and Chapter 8.8 of Reference 54. Other methods besides two-stage least squares for incorporating measured covariates into the IV model are discussed in References 48 and 56–62 among others. References 58 and 59 introduce covariates in the IV model of Reference 42 with distributional assumptions and functional form restrictions. Angrist and Imbens [57] consider settings under fully saturated specifications with discrete covariates. Without distributional assumptions or functional form restrictions, Abadie [56] develops closed forms for average potential outcomes for compliers under treatment and control with covariates. Cheng et al. [48] discuss incorporating covariates with the empirical likelihood approach of Section 2.3.3.
2.3.5 Robust Standard Errors for 2SLS

When there is clustering in the data, standard errors that are robust to clustering should be computed. For 2SLS, this can be done by using robust Huber–White standard errors [63]. For the NICU study, there is clustering by hospital.

Even when there is no clustering, we recommend always using the robust Huber–White standard errors for 2SLS as the nonrobust standard error’s correctness requires additional strong assumptions about the relationships between the different compliance classes’ outcome distributions and homoskedasticity while the robust standard error’s correctness does not require these assumptions; see Theorem 3 in Reference 42 and Section 4.2.1 of Reference 52.

2.3.6 Example: Analysis of NICU Study

For the NICU study, Table 2.3 shows the 2SLS estimate for the effect of high-level NICUs using excess travel time as an IV and compares the 2SLS estimate to the estimate that does not adjust for any confounders and the multiple regression estimate that only adjusts for the measured confounders (those in Table 2.3 plus several other variables described in Reference 1). The unadjusted estimate is that high-level NICUs increase the death rate, causing 10.9 more deaths per 1,000 deliveries; this estimate is probably strongly biased by the selection bias that doctors and mothers are more likely to insist on babies being delivered at a high-level NICU if the baby is at a high risk of mortality. The regression estimate that adjusts for measured confounders is that high-level NICUs save 4.2 babies per 1,000 deliveries. The 2SLS estimate that adjusts for measured and unmeasured confounders is that high-level NICUs save even more babies, 5.9 babies per 1,000 deliveries.

As illustrated by Table 2.3, the multiple regression estimate of the causal effect will generally have a smaller confidence interval than the 2SLS

<table>
<thead>
<tr>
<th>Estimator</th>
<th>Risk Difference</th>
<th>Confidence Interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>Unadjusted</td>
<td>10.9</td>
<td>(6.6, 15.3)</td>
</tr>
<tr>
<td>Multiple regression, adjusted for measured</td>
<td>−4.2</td>
<td>(−6.8, −1.5)</td>
</tr>
<tr>
<td>confounders</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Two-stage least squares, adjusted for measured</td>
<td>−5.9</td>
<td>(−9.6, −2.2)</td>
</tr>
<tr>
<td>and unmeasured confounders</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: The confidence intervals account for clustering by hospital through the use of Huber–White robust standard errors.
estimate. However, when the IV is valid and there is unmeasured confounding, the multiple regression estimate will be asymptotically biased whereas the 2SLS estimate will be asymptotically unbiased. Thus, there is a bias-variance trade-off between multiple regression and 2SLS (IV estimation). When the IV is not perfectly valid, the 2SLS estimator will be asymptotically biased, but the bias-variance trade-off may still favor 2SLS. Reference 64 develops a diagnostic tool for deciding whether to use multiple regression versus 2SLS.

2.4 Understanding the Treatment Effect That IV Estimates

2.4.1 Relationship between Average Treatment Effect for Compliers and Average Treatment Effect for the Whole Population

As discussed in Section 2.3, the IV method estimates the CACE, the average treatment effect for the compliers ($E[Y_1 - Y_0|C = co]$). The average treatment effect in the population is, under the monotonicity assumption, a weighted average of the average treatment effect for the compliers, the average treatment effect for the never-takers, and the average treatment effect for the always-takers:

$$E[Y_1 - Y_0] = P(C = co)E[Y_1 - Y_0|C = co] + P(C = at)E[Y_1 - Y_0|C = at] + P(C = nt)E[Y_1 - Y_0|C = nt].$$

The IV method provides no direct information on the average treatment effect for always-takers ($E[Y_1 - Y_0|C = at]$) or the average treatment effect for never-takers ($E[Y_1 - Y_0|C = nt]$). However, the IV method can provide useful bounds on the average treatment effect for the whole population if a researcher is able to put bounds on the difference between the average treatment effect for compliers and the average treatment effects for never-takers and always-takers based on subject matter knowledge. For example, suppose a researcher is willing to assume that this difference is no more than $b$, then

$$E[Y_1 - Y_0|C = co] - b[1 - P(C = co)] \leq E[Y_1 - Y_0] \leq E[Y_1 - Y_0|C = co] + b[1 - P(C = co)],$$

where the quantities on the left- and right-hand sides of Equation 2.6 other than $b$ can be estimated as discussed in Section 2.3. For binary or other bounded outcomes, the boundedness of the outcomes can be used to tighten bounds on the average treatment effect for the whole population or other treatment effects [65,66]. Qualitative assumptions, such as that the average
treatment effect is larger for always-takers than compliers, can also be used to tighten the bounds, for example, References 66–68.

### 2.4.2 Characterizing the Compliers

The IV method estimates the average treatment effect for the subpopulation of compliers. In most situations, it is impossible to identify which subjects in the data set are “compliers” because we only observe a subject’s treatment selection under either \( Z = 1 \) or \( Z = 0 \), which means we cannot identify if the subject would have complied under the unobserved level of the instrument. So who are these compliers and how do they compare to noncompliers? To understand this better, it is useful to characterize the compliers in terms of their distribution of observed covariates [25,52]. Consider a binary covariate \( X \) that is part of \( X \). The prevalence ratio of \( X \) among compliers compared to the full population is

\[
\text{Prevalence ratio} = \frac{P(X = 1|C = \text{co})}{P(X = 1)}.
\]

The prevalence ratio can be written as

\[
\frac{P(X = 1|C = \text{co})}{P(X = 1)} = \frac{P(C = \text{co}|X = 1)}{P(C = \text{co})} = \frac{\int [E(T|Z = 1, X = 1, X = x) - E(T|Z = 0, X = 1, X = x)] f(x|X = 1) dx}{\int [E(T|Z = 1, X = x) - E(T|Z = 0, X = x)] f(x) dx},
\]

(2.7)

which can be estimated by

\[
\frac{1}{\sum_{i=1}^{N} X_i} \sum_{i=1}^{N} X_i [\hat{E}(T|Z = 1, X = x_i) - \hat{E}(T|Z = 0, X = x_i)]
\]

\[
\frac{1}{N} \sum_{i=1}^{N} [\hat{E}(T|Z = 1, X = x_i) - \hat{E}(T|Z = 0, X = x_i)] \cdot (2.8)
\]

Reference 56 provides an alternative approach to estimating the prevalence ratio.

Table 2.4 shows the mean of various characteristics \( X \) among compliers versus the full population, and also shows the prevalence ratio. Babies whose mothers are college graduates are slightly underrepresented (prevalence ratio = 0.85) and African-Americans are slightly overrepresented (prevalence ratio = 1.22) among compliers. Very low birth weight (<1500 g) and very premature babies (gestational age ≤32 weeks) are substantially underrepresented among compliers, with prevalence ratios around 0.4; these babies are more likely to be always-takers, that is, delivered at high-level NICUs regardless of mother’s travel time. Babies whose mothers’ have comorbidities such as diabetes or hypertension are slightly underrepresented among
### TABLE 2.4
Complier Characteristics for NICU Study

<table>
<thead>
<tr>
<th>Characteristic X</th>
<th>Prevalence of X among Compliers</th>
<th>Prevalence of X in Full Population</th>
<th>Prevalence Ratio of X among Compliers to Full Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mother college graduate</td>
<td>0.22</td>
<td>0.26</td>
<td>0.85</td>
</tr>
<tr>
<td>African-American</td>
<td>0.20</td>
<td>0.16</td>
<td>1.22</td>
</tr>
<tr>
<td>Birth weight &lt;1500 g</td>
<td>0.03</td>
<td>0.09</td>
<td>0.36</td>
</tr>
<tr>
<td>Gestational age ≤32 weeks</td>
<td>0.05</td>
<td>0.13</td>
<td>0.40</td>
</tr>
<tr>
<td>Gestational diabetes</td>
<td>0.05</td>
<td>0.05</td>
<td>0.92</td>
</tr>
<tr>
<td>Diabetes mellitus</td>
<td>0.01</td>
<td>0.02</td>
<td>0.74</td>
</tr>
<tr>
<td>Pregnancy-induced hypertension</td>
<td>0.09</td>
<td>0.10</td>
<td>0.82</td>
</tr>
<tr>
<td>Chronic hypertension</td>
<td>0.01</td>
<td>0.02</td>
<td>0.90</td>
</tr>
</tbody>
</table>

*Note:* The second column shows the estimated proportion of compliers with a characteristic $X$, the third column shows the estimated proportion of the full population with the characteristic $X$, and the fourth column shows the estimated ratio of compliers with $X$ compared to the full population with $X$.

Overall, Table 2.4 suggests that higher-risk babies are underrepresented among the compliers. If high-level NICUs (compared to low-level NICUs) reduce the death rate more among higher-risk babies, then the IV estimate will underestimate the amount by which all premature babies being treated at high-level NICUs versus all premature babies being treated at low-level NICUs would reduce the death rate. This would mean that the 2SLS IV estimate in Table 2.3 that high-level NICUs reduce the death rate by 5.9 per 1,000 births is a lower bound on the estimated reduction in the death rate if all premature babies were delivered at high-level NICUs versus low-level NICUs.

### 2.4.3 Understanding the IV Estimate When Compliance Status Is Not Deterministic

For an encouragement that is uniformly delivered, such as patients who made an appointment at a psychiatric outpatient clinic are sent a letter encouraging them to attend the appointment [69], it is clear that a subject is a complier, always-taker, never-taker, or defier with respect to the encouragement. However, sometimes encouragements that are not uniformly delivered are used as IVs. For example, in the NICU study, consider the IV of whether the mother’s excess travel time to the nearest high-level NICU is more than 10 min. If a mother whose excess travel time to the nearest high-level NICU was more than 10 min moved to a new home with an excess travel time less than 10 min, whether the mother would deliver her baby at a high-level NICU might depend on additional aspects of the move, such as the location and availability of public transportation at her new home [70] and
the exact travel time to the nearest high-level NICU at her new home. Consequently, a mother may not be able to be deterministically classified as a complier or not a complier—she may be a complier with respect to certain moves but not others. Another example of nondeterministic compliance is when physician preference for one drug versus another is used as the IV (e.g., $Z = 1$ if a patient’s physician prescribes drug $A$ more often than drug $B$), whether a patient receives drug $A$ may depend on how strongly the physician prefers drug $A$ [25,71]. Another situation in which nondeterministic compliance status can arise is that the IV may not itself be an encouragement intervention but a proxy for an encouragement intervention. Consider the case of Mendelian randomization, in which the IV is often an SNP that might be part of a gene $A$. The SNP may be a marker for a gene $B$ on the same chromosome that actually affects the level of the exposure $T$. The encouragement intervention is receiving the gene $B$ that actually affects the level of the exposure $T$ and the SNP is just a proxy for this encouragement. Consequently, even if a subject’s exposure level would change as a result of a change in gene $B$, whether the subject is a complier with respect to a change in the SNP depends on whether the change in the SNP leads to a change in the gene $B$, which is randomly determined through the process of recombination [70].

Brookhart and Schneeweiss [25] provide a framework for understanding how to interpret the IV estimate when compliance status is not deterministic. Suppose that the study population can be decomposed into a set of $\kappa + 1$ mutually exclusive groups of patients based on clinical, lifestyle, and other characteristics such that within each group of patients, whether a subject receives treatment is independent of the effect of the treatment. All of the common causes of the potential treatment received $T_1, T_0$ and the potential outcomes $Y_1, Y_0$ should be included in the characteristics used to define these groups. For example, if there are $L$ binary common causes of $(T_1, T_0, Y_1, Y_0)$, then the subgroups can be the $\kappa + 1 = 2^L$ possible values of these common causes. Denote patient membership in these groups by the set of indicators $S = \{S_1, S_2, \ldots, S_\kappa\}$. Consider the following model for the expected potential outcome:

$$E(Y_t|S) = \alpha_0 + \alpha_1 t + \alpha_2^T S + \alpha_3^T S t.$$  

The average effect of treatment in the population is $\alpha_1 + \alpha_3^T E[S]$ and the average effect of treatment in subgroup $j$ is $\alpha_1 + \alpha_{3,j}$. Under the IV Assumptions 1–3 and 5 in Section 2.3.1, that is, all the assumptions except monotonicity, the IV estimator estimates the following quantity:

$$\frac{E(Y|Z = 1) - E(Y|Z = 0)}{E(T|Z = 1) - E(T|Z = 0)} = \alpha_1 + \sum_{j=1}^{\kappa} \alpha_{3,j} E[S_j] w_j, \quad (2.9)$$

where

$$w_j = \frac{E(T|Z = 1, S_j = 1) - E(T|Z = 0, S_j = 1)}{E(T|Z = 1) - E(T|Z = 0)}.$$
The IV estimator (2.9) is a “weighted average” of treatment effects in different subgroups, where the subgroups in which the instrument has a stronger effect on the treatment get more weight. Note that when the compliance class is deterministic, then the subgroups can be defined as the compliance classes and Equation 2.9 just says that the IV estimator is the average treatment effect for compliers. In the NICU study, where compliance class may not be deterministic, Table 2.4 suggests that babies in lower-risk groups, for example, not very low birth weight or not very low gestational age, are weighted more heavily in the IV estimator. If there are subgroups for whom the instrument has no effect on their treatment level, then that subgroup gets zero weight. For example, mothers or babies with severe preexisting conditions may virtually always be delivered at a high-level NICU, so that the IV of excess travel time has no effect on their treatment level [1]. If there are subgroups for whom the encouraging level of the instrument makes them less likely to receive the treatment, then this subgroup would get “negative weight” and Equation 2.9 is not a true weighted average, potentially leading the IV estimator to have the opposite sign of the effect of the treatment. For example, Brookhart and Schneeweiss [25] discussed studying the safety of metformin for treating type 2 diabetes versus other antihyperglycemic drugs among patients with liver disease using physician preference as the IV ($Z = 1$ if a physician is more likely to prescribe metformin than other antihyperglycemic drugs). Metformin is contraindicated in patients with decreased liver disease, as it can cause lactic acidosis, a potentially fatal side effect. Brookhart and Schneeweiss [25] speculated that physicians who infrequently use metformin will be less likely to understand its contraindications and would therefore be more likely to misuse it. If this hypothesis is true, then for estimating the effect of metformin on lactic acidosis, the IV estimator could mistakenly make metformin appear to prevent lactic acidosis, as patients of physicians with $Z = 1$ are at lower risk of being inappropriately treated with metformin. When the compliance class is deterministic, a subgroup getting negative weight means that there are defiers, violating the monotonicity assumption.

2.5 Assessing the IV Assumptions and Sensitivity Analysis for Violations of Assumptions

2.5.1 Assessing the IV Assumptions

This section will discuss assessing the two key IV assumptions: (1) the IV is independent of unmeasured confounders; (2) the IV affects outcome only through treatment received (the ER).

One way of assessing whether the proposed IV is independent of unmeasured confounders conditional on measured confounders is to look at
whether the proposed IV is associated with measured confounders. Although measured confounders can be controlled for, if the measured confounder is only a proxy for the true confounder, then an association between the proposed IV and the measured confounder suggests that there will be an association between the IV and the unmeasured part of the true confounder. If there are two or more sources of confounding, then it is useful to examine if the observable part of one source of confounding is associated with the IV after controlling for the other sources of confounding. These ideas will be illustrated using the NICU study described in Section 2.1.4. Table 2.5 shows the imbalance of measured covariates across levels of the IV. The racial composition is very different between the near \((Z = 1)\) and far \((Z = 0)\) babies, with near babies being much more likely to be African-American. Since race has a substantial association with neonatal outcomes [51,72], it is sensible to examine the association of other measured confounders with the IV after controlling for race. Table 2.6 shows the association of the IV with measured confounders for whites. The clinical measured confounders such as low birth weight, gestational age \(\leq 32\) weeks, and maternal comorbidities (diabetes and hypertension) are generally similar between near and far babies although there are some significant associations. This similarity between the clinical status of near and far babies and mothers after controlling for race provides some support that the IV is approximately, although not exactly, valid for whites. However, whether the mother is a college graduate differs substantially between white near and far mothers, suggesting that there may be residual confounding due to socioeconomic status. Table 2.7 shows the

### TABLE 2.5

| Characteristic X                  | \(P(X|\text{Near})\) (%) | \(P(X|\text{Far})\) (%) | \(p\)-Value | Prevalence Difference Ratio |
|-----------------------------------|--------------------------|--------------------------|-------------|-----------------------------|
| Birth weight \(<1500\) g          | 9.4                      | 7.7                      | \(<0.01\)   | 0.02                        |
| Mother college graduate           | 25.9                     | 26.1                     | 0.26        | \(-0.04\)                   |
| African-American                  | 25.6                     | 4.6                      | \(<0.01\)   | 0.64                        |
| Gestational age \(\leq 32\) weeks | 14.3                     | 11.7                     | \(<0.01\)   | 0.23                        |
| Gestational diabetes              | 5.2                      | 5.2                      | 0.47        | 0.12                        |
| Diabetes mellitus                 | 1.8                      | 1.9                      | 0.07        | \(-0.16\)                   |
| Pregnancy-induced hypertension    | 10.6                     | 10.1                     | \(<0.01\)   | 0.13                        |
| Chronic hypertension              | 1.9                      | 1.3                      | \(<0.01\)   | 0.61                        |

**Note:** The PDR is the ratio of the imbalance of the measured covariates across levels of the instrument to the imbalance across levels of the treatment. The estimated proportion of compliers is \(P(T = 1|Z = 1) - P(T = 1|Z = 0) = 0.447\) so that a PDR less than 0.447 for an \(X\) indicates that there would be less bias in the IV method from failing to adjust for \(X\) than from OLS that failed to adjust for \(X\).
### TABLE 2.6
Imbalance of Measured Covariates across Levels of the Instrument for Babies Born to White Mothers in the NICU Data

| Characteristic                  | \( P(X|\text{Near})(\%) \) | \( P(X|\text{Far})(\%) \) | \( p\)-Value | Prevalence Difference Ratio |
|--------------------------------|-----------------------------|----------------------------|--------------|-----------------------------|
| Birth weight \(<1500 \text{ g} \) | 7.5                         | 7.2                        | 0.07         | 0.04                        |
| Mother college graduate        | 34.4                        | 26.8                       | 0.01         | 0.72                        |
| Gestational age \(\leq 32 \text{ weeks} \) | 11.8                        | 11.1                       | 0.01         | 0.07                        |
| Gestational diabetes           | 5.6                         | 5.3                        | 0.02         | 0.34                        |
| Diabetes mellitus              | 1.8                         | 1.9                        | 0.08         | -0.17                       |
| Pregnancy-induced hypertension | 10.6                        | 10.1                       | 0.01         | 0.05                        |
| Chronic hypertension           | 1.6                         | 1.3                        | 0.01         | 0.43                        |

**Note:** The PDR is the ratio of the imbalance of the measured covariates across levels of the instrument to the imbalance across levels of the treatment. The estimated proportion of compliers is \( P(T = 1|Z = 1, \text{white}) - P(T = 1|Z = 0, \text{white}) = 0.418 \) so that a PDR less than 0.418 for an \( X \) indicates that there would be less bias in the IV method from failing to adjust for \( X \) than from OLS that failed to adjust for \( X \).

The association of the IV with measured confounders for African-Americans. For African-Americans, there are more substantial associations than for whites between near/far status and the important clinical status variables low birth weight and gestational age \(\leq 32 \text{ weeks} \), raising more concern about whether the IV is approximately valid for African-Americans.

### TABLE 2.7
Imbalance of Measured Covariates across Levels of the Instrument for Babies Born to African-American Mothers in the NICU Data

| Characteristic                  | \( P(X|\text{Near})(\%) \) | \( P(X|\text{Far})(\%) \) | \( p\)-Value | Prevalence Difference Ratio |
|--------------------------------|-----------------------------|----------------------------|--------------|-----------------------------|
| Birth weight \(<1500 \text{ g} \) | 13.5                        | 11.9                       | \(<0.01\)    | 0.41                        |
| Mother college graduate        | 8.0                         | 10.7                       | \(<0.01\)    | 1.60                        |
| Gestational age \(\leq 32 \text{ weeks} \) | 19.3                        | 16.6                       | \(<0.01\)    | 0.48                        |
| Gestational diabetes           | 4.2                         | 4.3                        | 0.67         | -0.70                       |
| Diabetes mellitus              | 1.9                         | 2.6                        | \(<0.01\)    | -1.35                       |
| Pregnancy-induced hypertension | 11.8                        | 10.0                       | \(<0.01\)    | 0.69                        |
| Chronic hypertension           | 2.8                         | 2.4                        | 0.12         | 0.34                        |

**Note:** The PDR is the ratio of the imbalance of the measured covariates across levels of the instrument to the imbalance across levels of the treatment. The estimated proportion of compliers is \( P(T = 1|Z = 1, \text{African-American}) - P(T = 1|Z = 0, \text{African-American}) = 0.503 \) so that a prevalence difference ratio less than 0.503 for an \( X \) indicates that there would be less bias in the IV method from failing to adjust for \( X \) than from OLS that failed to adjust for \( X \).
The last column of Tables 2.5 through 2.7 shows the **prevalence difference ratio** (PDR), a measure of how biased an IV analysis would be from failing to adjust from the confounder as compared to an ordinary least squares (OLS) analysis [25]. The below discussion of the PDR is drawn from Reference 25. Denote the confounder by $U$. Consider the following model for the potential outcome:

$$ Y_t = \alpha_0 + \alpha_1 t + \alpha_2 U + \epsilon_t, \quad (2.10) $$

where $E(\epsilon_t|U) = 0$. The average treatment effect is $E[Y_1 - Y_0] = \alpha_1$. The observed data are

$$ Y = \alpha_0 + \alpha_1 T + \alpha_2 U + \epsilon_0 + T(\epsilon_1 - \epsilon_0). $$

Assume that $E(\epsilon_t|T,U) = 0$ for $t = 0$ or 1. This assumption means that if $U$ were controlled for, the parameters of Equation 2.10 could be consistently estimated by least squares. By iterated expectations, $E[\epsilon_0 + T(\epsilon_1 - \epsilon_0)|T] = 0$. Therefore,

$$ E(Y|T = 1) - E(Y|T = 0) = \alpha_1 + \alpha_2(E[U|T = 1] - E[U|T = 0]), $$

so that an OLS analysis that did not adjust for $U$ would be biased by $\alpha_2(E[U|T = 1] - E[U|T = 0])$. To evaluate the IV estimand, consider the further assumption that $E[\epsilon_0|Z] = 0$ so that the proposed IV can be related to the observed outcome only through its effect on $T$ or association with $U$; also assume that $E(\epsilon_1 - \epsilon_0|C)$ is the same for all compliance classes $C$ so that the CACE is equal to the overall average causal effect $\alpha_1$. These assumptions together say that if $U$ were controlled for, the IV estimator would consistently estimate the average treatment effect $\alpha_1$. Under these assumptions, the probability limit of the IV estimator that does not control for $U$ can be written as

$$ \frac{E[Y|Z = 1] - E[Y|Z = 0]}{E[T|Z = 1] - E[T|Z = 0]} = \alpha_1 + \alpha_2 \frac{E(U|Z = 1) - E(U|Z = 0)}{E(T|Z = 1) - E(T|Z = 0)}. $$

The asymptotic bias of the IV estimator is thus

$$ \text{Bias}(\hat{\beta}_1^V) = \alpha_2 \frac{E(U|Z = 1) - E(U|Z = 0)}{E(T|Z = 1) - E(T|Z = 0)}. \quad (2.11) $$

The term $E(U|Z = 1) - E(U|Z = 0)$ is the difference in the prevalence of the risk factor $U$ between levels of the IV. The total bias in the IV estimator is this difference multiplied by the excess risk of the outcome among patients with $U = 1$ divided by the strength of the IV. For the IV estimator to have less asymptotic bias than OLS, the following condition must hold [25]:

$$ \frac{E[U|Z = 1] - E[U|Z = 0]}{E[U|T = 1] - E[U|T = 0]} < E(T|Z = 1) - E(T|Z = 0). \quad (2.12) $$
In other words, the difference in the prevalence of $U_l$ between levels of $Z$ relative to the difference in the prevalence of $U_l$ between levels of $T$ must be less than the strength of the IV [25]. The left-hand side of Equation 2.12 is called the PDR. In order for us to think that the IV analysis is likely to be less biased than OLS, the PDR should be less than the strength of the IV ($E[T|Z = 1] - E[T|Z = 0]$), particularly for those variables clearly related to the outcome. Table 2.6 shows that the PDRs are generally less than the strength of the IV (0.418) for whites, but the PDRs are often greater than the strength of the IV (0.503) for African-Americans, suggesting that the IV analysis reduces bias for whites compared to OLS but not for African-Americans.

A way of testing whether the two key IV assumptions (i.e., (i) the IV is independent of unmeasured confounders conditional on the measured confounders and (ii) the IV affects outcomes only through treatment received) hold is to find a subpopulation for whom the link between the IV and treatment received is thought to be broken and then test whether the IV is associated with the outcome in this subpopulation. The only way in which the IV could be associated with the outcome in such a subpopulation is if the IV was associated with unmeasured confounders or directly affected the outcome through a pathway other than treatment received. Figure 2.3 shows an example. Kang et al. [73] study the effect of children in Africa getting malaria on their becoming stunted (having a height that is two standard deviations below the expected height for the child’s age) and consider the sickle cell

![Causal diagrams for the effect of the sickle cell trait (the IV) and malaria episodes (the treatment) on stunting (the outcome) in African children and African-American children. If the sickle cell trait is a valid IV, then the dashed lines should be absent and the sickle cell trait will have no effect on stunting among African-American children.](image-url)
trait as a possible IV. The sickle cell trait is that a person inherits a copy of the hemoglobin variant HbS from one parent and normal hemoglobin from the other. While inheriting two copies of HbS results in sickle cell disease and substantially shortened life expectancy, inheriting only one copy (the sickle cell trait) is protective against malaria and is thought to have little detrimental effect on health [74]. To test whether the sickle cell trait indeed does not affect stunting in ways other than reducing malaria and is not associated with unmeasured confounders, Kang et al. [73] considered whether the sickle cell trait is associated with stunting among African-American children; the sickle cell trait has high prevalence among African-Americans but does not affect malaria because malaria is not present in the United States. References 75 and 76 found no evidence that sickle cell trait is associated with growth and development in African-American children. This provides evidence that the dashed lines in Figure 2.3 are indeed absent, which would mean that the proposed IV of the sickle cell trait does indeed satisfy the two key IV assumptions of being independent of unmeasured confounders and affecting outcomes only through treatment received. Angrist and Krueger [77] also employed this strategy of finding a subpopulation for whom the link between the IV and treatment received is broken to test their IV of quarter of birth for studying the effect of education on earnings. The reason that quarter of birth is associated with education is that for students who plan to drop out of school as soon as they have reached the age at which they are no longer compelled to be in school (e.g., age 16), quarter of birth affects how much education these students will get before they drop out because children start school at different ages depending on their quarter of birth. However, for students who plan to go to college, quarter of birth does not affect their amount of schooling. Consequently, Angrist and Krueger [77] looked at whether there was an absence of an association between quarter of birth and earnings among students who went to college to test the IV assumptions.

Newcomers to IV methods often think that the validity of the IV can be tested by regressing the outcome on treatment received, the IV, and measured confounders, and testing whether the coefficient on the IV is significant. However, this is not a valid test as, even if the IV assumptions hold, the coefficient on the IV would typically be nonzero. One way to see this is that if there are no measured confounders, the test amounts to testing whether (i) $E[Y|Z = 1, T = 1] - E[Y|Z = 0, T = 1] = 0$ and (ii) $E[Y|Z = 1, T = 0] - E[Y|Z = 0, T = 0] = 0$. These are the differences between (i) the average potential outcome of the group of always-takers and compliers together when these subjects are encouraged to receive treatment and receive treatment versus those of always-takers alone when they are not encouraged to receive treatment but do receive treatment and (ii) the average potential outcome of never-takers when encouraged to receive treatment but do not receive treatment versus those of the group of never-takers and compliers when they are not encouraged to receive treatment and do not
receive treatment. If the IV assumptions hold that the IV is not associated with unmeasured confounders and has no direct effect on the outcome other than treatment received, then (i) is equal to zero if and only if the average potential outcome of compliers and always-takers are the same when both groups receive treatment and (ii) is equal to zero if and only if the average potential outcomes of compliers and never-takers are the same when both groups do not receive treatment. Typically, the average potential outcome of compliers and always-takers (compliers and never-takers) will not be the same when both groups receive (do not receive) treatment even if the IV assumptions hold.

2.5.2 Sensitivity Analysis

A sensitivity analysis seeks to quantify how sensitive conclusions from an IV analysis are to plausible violations of key assumptions. Sensitivity analysis methods for IV analyses have been developed by References 12, 13, 25, 78, and 79 among others. Here, an approach will be presented to sensitivity analysis for violations of the assumption that the IV is independent of unmeasured confounders. Assume that the concern is that the IV may be related to an unmeasured confounder $U$, which has mean 0 and variance 1 and is independent of the measured confounders $X$ ($U$ can always be taken to the residual of the unmeasured confounder given the measured confounders to make this assumption plausible). Consider the following model:

\[
Y_i = \alpha + \beta T_i + \gamma^T X_i + \delta U_i + e_i, \\
U_i = \rho + \eta Z_i + v_i, \\
E(v_i|X_i, Z_i) = 0, \quad E(e_i|X_i, Z_i) = 0.
\]  

(2.13)

$\beta$ is the causal effect of treatment. The sensitivity parameters are $\delta$, the effect of a one standard deviation increase in the unmeasured confounder on the mean of the potential outcome under no treatment, and $\eta$, how much higher the mean of the unmeasured confounder $U_i$ is in standard deviation units for $Z_i = 1$ versus $Z_i = 0$. Model (2.13) says that $Z_i$ would be a valid IV if both the measured confounders $X_i$ and the unmeasured confounder $U_i$ were controlled for. Under model (2.13), the following holds:

\[
Y_i = \alpha + \beta T_i + \gamma^T X_i + \delta U_i + e_i, \\
Y_i - \delta \eta Z_i = \alpha + \delta \rho + \beta T_i + \gamma^T X_i + e_i + \delta v_i, \\
E(v_i|X_i, Z_i) = 0, \quad E(e_i|X_i, Z_i) = 0.
\]

Consequently, a consistent estimate of and inferences for $\beta$ can be obtained by carrying out a 2SLS analysis with $Y_i - \delta \eta Z_i$ as the outcome variable, $T_i$ as the treatment variable, $X_i$ as the measured confounders, and $Z_i$ as the
TABLE 2.8

Estimates and 95% Confidence Intervals for $\hat{\beta}$, the Risk Difference Effect of a Premature Baby Being Delivered in a High-Level NICU, for Different Values of the Sensitivity Parameters $\delta$, the Effect of a One Standard Deviation Increase in the Unmeasured Confounder on the Mean of the Potential Outcome under No Treatment, and $\eta$, How Much Higher the Mean of the Unmeasured Confounder $U_i$ Is in Standard Deviation Units for $Z_i = 1$ versus $Z_i = 0$

<table>
<thead>
<tr>
<th>$\delta$</th>
<th>$\eta$</th>
<th>$\hat{\beta}$</th>
<th>95% CI for $\beta$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
<td>-0.0059</td>
<td>(-0.0091, -0.0027)</td>
</tr>
<tr>
<td>-0.001</td>
<td>0.5</td>
<td>-0.0046</td>
<td>(-0.0079, -0.0014)</td>
</tr>
<tr>
<td>-0.005</td>
<td>0.5</td>
<td>0.0004</td>
<td>(-0.0029, 0.0036)</td>
</tr>
<tr>
<td>0.001</td>
<td>0.5</td>
<td>-0.0071</td>
<td>(-0.0104, -0.0039)</td>
</tr>
<tr>
<td>0.005</td>
<td>0.5</td>
<td>0.0121</td>
<td>(-0.0154, -0.0089)</td>
</tr>
<tr>
<td>-0.022</td>
<td>-0.093</td>
<td>-0.0110</td>
<td>(-0.0142, -0.0078)</td>
</tr>
</tbody>
</table>

IV. Table 2.8 shows a sensitivity analysis for the NICU study. If there was an unmeasured confounder $U$ that decreased the death rate by 0.1% for a one standard deviation increase in $U$ and was 0.5 standard deviations higher on average in subjects with $Z = 1$ versus $Z = 0$, then there would still be strong evidence that high-level NICUs reduce mortality substantially (lower end of 95% CI: 0.14% reduction). However, if there was an unmeasured confounder $U$ that decreased the death rate by 0.5% for a one standard deviation increase in $U$ and was 0.5 standard deviations higher in subjects with $Z = 1$ versus $Z = 0$, then there would no longer be strong evidence that high-level NICUs reduce mortality substantially. It can be useful to calibrate the effect of a potential unmeasured confounder $U$ to that of a measured confounder. For example, an increase in gestational age from 30 to 33 weeks, which is a one standard deviation increase in gestational age, is associated with a reduction in the death rate of 2.2% and the mean gestational age is 0.093 standard deviations smaller among near ($Z = 1$) versus far ($Z = 0$) babies. For a comparable $U$ that reduced the death rate by 2.2% for a one standard deviation increase in $U$ and was 0.093 standard deviations smaller in babies with $Z = 1$ versus $Z = 0$, there would still be strong evidence that high-level NICUs reduce mortality substantially (see the last row of Table 2.8).

A sensitivity analysis for violations of the assumption that the IV has no direct effect on the outcome can be carried out as follows. Suppose that the IV has a direct effect of $\lambda$ but the IV is independent of unmeasured confounders, that is,

$$Y_{ztzi} = \alpha + \beta t + \gamma^T X_i + \lambda z + e_i,$$

$$E(e_i | X_i, Z_i) = 0.$$
Then, a consistent estimate of $\beta$ can be obtained by carrying out a 2SLS analysis with $Y_i - \lambda Z_i$ as the outcome variable, $T_i$ as the treatment variable, $X_i$ as the measured confounders, and $Z_i$ as the IV. When a proposed IV $Z$ is thought to be independent of unmeasured confounders but there is concern that $Z$ might have a direct effect on the outcome, Joffe et al. [80] proposed an extended IV strategy for obtaining an unbiased estimate of the causal effect of treatment that requires having a covariate $W$ that interacts with $Z$ in affecting treatment but for which the direct effect of $Z$ does not depend on $W$.

2.6 Weak Instruments

The strength of an IV refers to how strongly the IV is associated with the treatment after controlling for the measured confounders $X$. An IV is weak if this association is weak. When the IV is encouragement (vs. no such encouragement) to accept a treatment, the IV is weak if the encouragement only has a slight impact on acceptance of the treatment. The strength of the IV can be measured by the proportion of compliers or the partial $R^2$ when adding the IV to the first-stage model for the treatment after already including the measured confounders $X$ [81,82].

Studies that use weak IVs face three problems:

1. High variance. The IV method is estimating the CACE and the only subjects that are contributing information about the CACE are the compliers. Thus, the weaker the IV (i.e., the smaller the proportion of compliers), the larger the variance of the IV estimate. One might think that for a sample of size $N$, the variance of the IV estimate would be equivalent to the variance from having a sample of $N \times P(C = co)$ known compliers. However, the situation is actually worse because additional variability is contributed from the always-takers and never-takers having different sample means in the encouraged and unencouraged groups, even though the population means are the same. Under the assumption that the variance of the outcomes for the always-takers, never-takers, compliers under treatment, and compliers under control is the same $\sigma^2$ for each group, the asymptotic variance of $\sqrt{N}(\hat{\text{CACE}2SLS} - \text{CACE})$, where $\text{CACE2SLS}$ is the 2SLS estimator (2.3), is [42]

$$\frac{\sigma^2 \text{Var}(Z)}{\text{Cov}(T, Z)} = \frac{\sigma^2}{[P(T = 1|Z = 1) - P(T = 1|Z = 0)]^2}. \quad (2.15)$$

Thus, for a sample of size $N$, the variance of the IV estimate is equivalent to the variance from having a sample of $NP(C = co)^2$.
known compliers. For example, for a sample size of 10,000 with 20% compliers, the variance of the IV estimate is equivalent to that from a sample of 400 known compliers as could be obtained from a randomized trial of size 400 with perfect compliance. Thus, weak IVs can drastically reduce the effective sample size, resulting in high variance and potentially low power.

2. Misleading inferences from 2SLS. When the IV is weak enough, confidence intervals formed using the asymptotic standard errors for 2SLS, that is, Equation 2.15, may be misleading. Beginning with Reference 81, it has been recognized that the most common method of inference with IV, 2SLS, gives highly misleading inferences when the instrument is weak even when the instrument is perfectly valid. The 2SLS estimate can have substantial finite sample bias toward the OLS estimate and the asymptotic variance understates the actual variance. To see this, consider including a random number as an IV (the random number is not a valid IV because it is not correlated with the treatment received). Although the random number is theoretically unrelated to the unmeasured confounding variables, it will have some chance association with the unmeasured confounders in a sample and thus, some confounding will get transferred to the predicted value of the treatment. This will result in some unmeasured confounding getting transferred to the second-stage estimate of the treatment effect. Stock et al. [83] studied what strength of IV is needed to ensure that 2SLS provides reliable inferences. They suggested looking at the first-stage partial $F$ statistic for testing that the coefficient on the IV(s) is zero. For one IV, if this first-stage partial $F$ statistic is less than about 10, the 2SLS inferences are misleading in the sense that the type I error rate of a nominal 0.05 level is actually greater than 0.15. If more than one IV is used, then the first-stage partial $F$ statistic needs to be larger to avoid misleading inferences, greater than 12 for 2 IVs, greater than 16 for 5 IVs, and greater than 21 for 10 IVs.

A number of methods have been developed that provide accurate inferences when the IV is weak. One method is to use the permutation inference developed in Reference 84 and illustrated in Reference 79. Another method developed by Reference 85 is to consider the conditional distribution of the likelihood ratio statistic, conditioning on the value of nuisance parameters. This method is implemented in a Stata program CLRv2.

3. Highly sensitive to bias from unmeasured confounders. Recall formula (2.11) for the bias in the IV estimator when the proposed IV is associated with an unmeasured confounder $U$. The numerator measures the association between the IV and the unmeasured confounder (multiplied by how much the unmeasured confounder affects the
outcome). The denominator is the proportion of compliers and reflects the strength of the IV. Thus, when the IV is weak (i.e., the proportion of compliers is small), the effect of the IV being invalid from being associated with an unmeasured confounder is greatly exacerbated and even a minor association between the IV and an unmeasured confounder can lead to substantial bias if the IV is weak [79,81].

In summary, when the IV is weak, the IV estimate may have high variance and if it is weak enough (i.e., partial $F$ statistic less than 10), it is important to use inference methods other than 2SLS to provide accurate inferences. These inference methods may inform us that the confidence interval for the treatment effect is very wide, but it is possible that even when the IV is weak, if the treatment effect is large enough and the sample size is big enough, there may still be a statistically significant treatment effect assuming the IV is valid. The third problem with weak IVs is that they are very sensitive to bias from being slightly invalid, that is, being slightly correlated with unmeasured confounders. This problem does not go away with a larger sample size. A slightly biased but strong IV may be preferable to a less biased but weak IV [79].

### 2.7 Binary Outcomes

Often in comparative effectiveness research, the outcomes of interest take values that are not continuous, and thus are not amenable to common techniques such as 2SLS. In this section, methods appropriate for binary outcomes will be discussed. In the next section, methods appropriate for other noncontinuous outcomes settings will be introduced. For good general reviews of estimating IV effects in the binary outcome case, see References 86–88 (along with associated comments).

In 2SLS, one regression is run predicting the treatment, and then the estimated value of the treatment from this model is used and put into a second regression of the outcome on the covariates and the predicted treatment. This type of estimator, where the predictions from one model are substituted into a second model, is often referred to as a two-stage predictor substitution (2SPS).

When first encountering situations with binary outcomes, most analysts will recognize the regular 2SLS is problematic because it will not respect boundary conditions (i.e., the functional form imposes no constraints on parameter space, meaning 2SLS can produce logical absurdities such as probabilities greater than one or even negative). Through analogy to 2SLS, the naïve analyst may consider changing the second-stage regression to be a logistic model (or perhaps a probit) in lieu of the linear model. This
would be a 2SPS. Unfortunately, in general, 2SPS models do not have the nice orthogonality properties of 2SLS and produce biased estimates [52,89]. Other approaches should be considered. These approaches include the parametric approaches of Reference 58 and the semiparametric approaches of References 56, 62, and 88. Two other widely used approaches (two-stage residual inclusion [2SRI] and a binary probit model) and a relatively new approach (effect ratios) will be considered in detail below.

2.7.1 Two-Stage Residual Inclusion

2SRI is a two-stage regression method that is equivalent to 2SPS when the outcome is continuous but differs when the outcome is binary. Consider the nonlinear model

\[ E(Y|T, X, U) = M(T\beta_T + X^T\beta_X + U^T\beta_U), \]  

where \( M(\cdot) \) is a known function of the treatment \( T \), a vector of observed covariates \( X \), and a vector of unobserved covariates \( U \). The unobserved covariates \( U \) are correlated with the treatment \( T \) when there is unmeasured confounding.

In a 2SPS model, the actual treatment is replaced by some predicted values, like so

\[ E(Y|T, X, U) = M(\hat{T}\beta_T + X^T\beta_X + U^T\beta_U), \]  

where \( \hat{T} \) is estimated using the IV. This is how 2SLS is done. If the model, \( M() \), is linear, then—speaking loosely—2SLS makes use of the additivity of the terms on the right-hand side of the regression to separate the endogeneity of the treatment and allow unbiased estimation of the treatment effect. If \( M() \) is nonlinear, though, generally 2SPS will not maintain the separability of the confounding variables through the substitution method.

Another approach here is to use a 2SRI model. The idea in a 2SRI is to model the unobserved covariates using the instrument, not the treatment, and thereby remove the endogeneity. The first stage in a 2SRI model is the same in that you model the treatment selection. But the difference is that in the second stage you substitute in the residuals from the first stage, not the predicted treatment. In formula, this is to say

\[ E(Y|T, X, U) = M(T\beta_T + X^T\beta_X + U^T\beta_U), \]  

where \( U^T\beta_U \) is estimated as the difference between the actual treatment value and the predicted treatment value from the first stage (i.e., the residual). The difference between a 2SPS and a 2SRI is what information from the first stage is used in the second stage. 2SPS and 2SRI produce the same estimates for linear models but not for nonlinear models. For an introduction to
2SRI models and how they differ from 2SPS (of which 2SLS is a special case), see Reference 90. It was shown using simulation studies in Reference 91 that for the estimation of the causal odds ratio for compliers, the 2SPS and 2SRI models performed similarly; see also Reference 92 for an analytical comparison. The simulation studies of Reference 91 also showed that the generalized structural mean model (GSMM) in an IV framework with binary outcomes tended to perform quite well vis-a-vis 2SPS and 2SRI models. See Reference 88 for an introduction to GSMM in an IV framework.

2.7.2 Bivariate Probit Models

The bivariate probit model is a parameterized model that assumes an explicit functional form of the bivariate distribution of the error terms from the selection model and the error terms from the outcome model [93,94]. This model leans on the parametric assumptions of the error terms, leaving the conclusions sensitive to modifications of the assumptions. Additionally, these models suffer from difficulty in maximizing the likelihood functions and trouble with calculating appropriate standard errors [95].

2.7.3 Matching-Based Estimator: Effect Ratio

Coming out of a different tradition, a class of estimator has been proposed that is also capable of dealing with binary outcomes in an IV setting. Proposed by Baiocchi et al. [13], the “effect ratio” in a binary setting can be thought of as a risk difference estimator for the compliers. The effect ratio is predicated on having matched sets. In Reference 13, matched pairs were constructed using a study design-based approach called near–far matching. Near–far matching will be discussed in the next section.

First, the notation will be introduced that is required to discuss the effect ratio. Assume there are $I$ matched pairs, $i = 1, \ldots, I$, with two subjects, $j = 1, 2$, one treated subject and one control, or $2I$ subjects in total. If the $j$th subject in pair $i$ receives the treatment, write $Z_{ij} = 1$, whereas if this subject receives the control, write $Z_{ij} = 0$, so $1 = Z_{i1} + Z_{i2}$ for $i = 1, \ldots, I$. The matched pairs were formed by matching for an observed covariate $x_{ij}$, but may have failed to control an unobserved covariate $u_{ij}$; that is, $x_{ij} = x_{ik}$ for all $i, j, k$, but possibly $u_{ij} \neq u_{ik}$.

For any outcome, each subject has two potential responses, one seen when the instrument encourages the subject to take the treatment, $Z_{ij} = 1$, the other seen when the instrument randomly assigns the subject to be encouraged to take the control, $Z_{ij} = 0$. Here, there are two responses, the potential outcomes $Y_{z=1,ij}, Y_{z=0,ij}$ and the potential treatment selections $T_{1ij}, T_{0ij}$. (Note that the potential outcome $Y_{z=1,ij}$ may differ from the potential outcome $Y_{1ij} = Y_{d=1,ij}$.)
The effect ratio, \( \lambda \), is the parameter

\[
\lambda = \frac{\sum_{i=1}^{I} \sum_{j=1}^{2} (Y_{z=1,ij} - Y_{z=0,ij})}{\sum_{i=1}^{I} \sum_{j=1}^{2} (T_{1ij} - T_{0ij})},
\]

(2.19)

where it is implicitly assumed that \( 0 \neq \sum_{i=1}^{I} \sum_{j=1}^{2} (T_{1ij} - T_{0ij}) \). Here, \( \lambda \) is a parameter of the finite population of \( 2I \) individuals, and because \((Y_{z=1,ij}, Y_{z=0,ij})\) and \((T_{1ij}, T_{0ij})\) are not jointly observed, \( \lambda \) cannot be calculated from observable data, so inference is required.

To test the null hypothesis \( H_0 : \lambda = \lambda_0 \), construct the following statistics:

\[
Q(\lambda_0) = \frac{1}{I} \sum_{i=1}^{I} \left\{ \sum_{j=1}^{2} Z_{ij} (Y_{ij} - \lambda_0 T_{ij}) - \sum_{j=1}^{2} (1 - Z_{ij}) (Y_{ij} - \lambda_0 T_{ij}) \right\}
\]

\[
= \frac{1}{I} \sum_{i=1}^{I} V_i(\lambda_0), \text{ say},
\]

(2.20)

where, because \( Y_{ij} - \lambda_0 T_{ij} = Y_{z=1,ij} - \lambda_0 T_{1ij} \) if \( Z_{ij} = 1 \) and \( Y_{ij} - \lambda_0 T_{ij} = Y_{z=0,ij} - \lambda_0 T_{0ij} \) if \( Z_{ij} = 0 \), write

\[
V_i(\lambda_0) = \sum_{j=1}^{2} Z_{ij} (Y_{z=1,ij} - \lambda_0 T_{1ij}) - \sum_{j=1}^{2} (1 - Z_{ij}) (Y_{z=0,ij} - \lambda_0 T_{0ij}).
\]

(2.21)

Also, define

\[
S^2(\lambda_0) = \frac{1}{I(I - 1)} \sum_{i=1}^{I} (V_i(\lambda_0) - Q(\lambda_0))^2.
\]

As shown in Reference 13, under reasonable conditions, the hypothesis \( H_0 : \lambda = \lambda_0 \) may be tested by comparing the test statistic \( Q(\lambda_0) / S(\lambda_0) \) to the standard normal.

2.8 Multinomial, Survival, and Distributional Outcomes

2.8.1 Multinomial Outcome

Multinomial outcomes (i.e., nominal or ordinal outcomes) are common in comparative effectiveness research. For example, Bruce et al. [96] conducted a randomized trial to improve adherence to prescribed depression treatments
among depressed elderly patients in primary care practices; the outcomes of interest included continuous outcomes as well as multinomial outcomes such as the number of depression symptoms, ranging from 0 to 9, and the depression class (major, minor, or no depression). There was noncompliance in this trial and Ten Have et al. [97] used random assignment as an IV to estimate the effect of receiving treatment on continuous outcomes. Cheng [98] considered how to estimate the effect of receiving treatment on the multinomial outcomes using random assignment as an IV.

For ordinal outcomes, the CACE is a function of coding scores and probabilities with respect to the categories:

$$\text{CACE} = E(Y_{1i} - Y_{0i} | C_i = \text{complier})$$

$$= \sum_j (W_j \times t_j) - \sum_j (W_j \times v_j)$$

$$= \sum_j (W_j \times t_j) - \frac{1}{\pi_c} \left[ \sum_j (W_j \times q_j) - (1 - \pi_c) \sum_j (W_j \times s_j) \right],$$

where $W_j$ is the coding score; $t_j$, $v_j$, and $s_j$ are the probabilities for compliers under treatment and control, and never-takers, respectively; and $q_j$ is the probability for observed group $Z_i = 0, T_i = 0$ for the $j$th category. For estimating the CACE for ordinal outcomes, the coding score needs to be chosen. Equally spaced scores or linear transformations of them, midranks, and ridit scores are among the options. A sensitivity analysis can be performed with different choices of scores to see how the results differ.

In addition to the CACE, Cheng [98] considered some other functions of outcome distributions for understanding the causal effect for ordinal outcomes, including the measure of stochastic superiority of treatment over control for compliers:

$$\text{SSC} = P(Y_{1i} > Y_{0i} | C_i = \text{complier}) + \frac{1}{2} P(Y_{1i} = Y_{0i} | C_i = \text{complier}).$$

(2.22)

$\text{SSC} = 0.5$ indicates no causal effect and $\text{SSC} > 0.5$ indicates beneficial effect of the treatment for compliers if a higher value of the outcome is a better result. Compared to the CACE, SSC is easy to interpret and avoids the problem of choosing scores $W_j$, but without use of weighting scores, it may not describe the strength of the effect well when some specific categories are known to be more important than other categories in measuring the treatment effect.

For nominal outcomes, it is difficult to get a summary measure of the causal effect such as the CACE or SSC for ordinal outcomes. Instead, the treatment effect on the entire outcome distributions of compliers with and without treatment can be evaluated, that is, to compare $t_j$ to $v_j$, $j = 1, \ldots, J$ and
test the equality of $t_j$ and $v_j$, $j = 1, \ldots, J$. Cheng [98] estimated those causal effects with the likelihood method and proposed a bootstrap/double bootstrap version of a likelihood ratio test for the inference when the true values of parameters are on the boundary of the parameter spaces under the null.

### 2.8.2 Survival Outcome

Compared to trials with continuous, binary, and multinomial outcomes, randomized trials with survival outcomes often have an issue of administrative censoring in addition to noncompliance. For those studies, Robins and Tsiatis [99] considered a structural accelerated failure time model and developed semiparametric estimators for this model. Joffe [100] provided a good discussion of their approach and comparisons with other survival analysis methods. References 101 and 102 considered a structural proportional hazards model in which the hazard of the potential failure time under treatment for a certain group of subjects is proportional to the hazard of the potential failure time under control for these same subjects. Both the structural accelerated failure time model and the structural proportional hazards model are semiparametric models, where the effect of the treatment on the distribution of failure times is modeled parametrically.

Baker [103] extended the models and assumptions for discrete-time survival data and derived closed-form expressions for estimating the difference in the hazards at a specific time between compliers under treatment and control based on maximum likelihood. Baker’s [103] estimator is analogous to the standard IV estimator for a survival outcome. Nie et al. [104] discussed this standard IV approach and parametric maximum likelihood methods for the difference in survival at a specific time between compliers under treatment and control.

Here, the standard IV approach of Reference 103 will be reviewed. Let $S_{c1}(V), S_{c0}(V), S_{at}(V)$, and $S_{nt}(V)$ be the potential survival functions at time $V$ of compliers in the treatment and control groups and of always-takers and never-takers, respectively, $S_z(V)$ be the survival probabilities at time $V$ for the group with assignment $Z = z$, and $S_{zt}(V)$ be the survival probabilities at time $V$ for the group with assignment $Z = z$ and treatment received $T = t$. By Table 2.2, the following holds:

\[
S_1(V) = \pi_c S_{c1}(V) + \pi_{at} S_{at}(V) + \pi_{nt} S_{nt}(V),
\]

\[
S_{11}(V) = \frac{\pi_c}{\pi_c + \pi_{at}} S_{c1}(V) + \frac{\pi_{at}}{\pi_c + \pi_{at}} S_{at}(V)
\]

\[
S_{10}(V) = S_{nt}(V),
\]

\[
S_0(V) = \pi_c S_{c0}(V) + \pi_{at} S_{at}(V) + \pi_{nt} S_{nt}(V),
\]
Similarly to the standard IV estimator for CACE, the standard IV estimator for the compliers difference in survival probabilities is

\[
S_{00}(V) = \frac{\pi_c}{\pi_c + \pi_{nt}} S_{c0}(V) + \frac{\pi_{nt}}{\pi_c + \pi_{nt}} S_{nt}(V)
\]

\[
S_{01}(V) = S_{nt}(V).
\]

which is the difference of the observed survival probabilities at time \( V \) between compliers under treatment and control divided by the proportion of compliers. \( \hat{S}_c(V) \) is the Kaplan–Meier estimator under assignment \( z \). In addition to the five IV assumptions discussed in Section 2.3.1, an additional assumption is needed to ensure that the estimator based on Kaplan–Meier estimates is consistent:

**Independence assumption of failure times and censoring times:** The distributions of potential failure times and administrative censoring times are independent of each other. Type I censoring (i.e., censoring times are the same for all subjects) and random censoring are two special cases.

Although the standard IV estimator is very useful, it may give negative estimates for hazards and be inefficient because it does not make full use of the mixture structure implied by the latent compliance model. When the survival functions follow some parametric distributions, Nie et al. [104] used the EM algorithm to obtain the MLE on the difference in survival probabilities for compliers. However, the MLEs could be biased when the parametric assumptions are not valid. To address this concern, Nie et al. [104] developed a nonparametric estimator based on empirical likelihood that makes use of the mixture structure to gain efficiency over the standard IV method while not depending on parametric assumptions to be consistent.

### 2.8.3 Effect of Treatment on Distribution of Outcomes

As discussed in the previous sections, a large literature on methods of analysis for treatment effects focuses on estimating the effect of treatment on average outcomes, for example, the CACE [12,42]. However, in addition to the average effect, knowledge of the causal effect of a treatment on the outcome distribution and its general functions can often provide additional insights into the impact of the treatment and therefore can be of significant interest in many situations [105]. For example, in a study of the effect of school subsidized meal programs on children’s weight, both low weight and high weight are adverse outcomes; therefore, knowing the effect of the program on the entire distribution of outcomes rather than just average weight is important for understanding the impact of the program. For an individual
patient deciding which treatment to take, the patient must weigh the effects of the possible treatments on the distribution of outcomes, the costs of the treatments, and the potential side effects of the treatments [106]. Therefore, making the best decision requires information on the treatment’s effect on the entire distribution of outcomes rather than just the average effect because a patient’s utility over outcomes may be nonlinear over the outcome scale [107,108]. References 109–111 provide examples in HIV care, neonatal care, and cancer care, respectively.

For distributional treatment effects on nondegenerate outcome variables with bounded support, without any parametric assumption, Abadie [112] used the standard IV approach to estimate the counterfactual cumulative distribution functions (cdfs) of the outcome of compliers with and without the treatment and proposed a bootstrap procedure to test distributional hypotheses with the Kolmogorov–Smirnov statistic. However, References 46 and 112 pointed out that the standard IV estimates of the potential cdfs for compliers may not be nondecreasing functions:

\[
\hat{H}_{c1}(y)_{SIV} = \frac{\hat{E}\{1(Y_i \leq y)T_i|Z_i = 1\} - \hat{E}\{1(Y_i \leq y)T_i|Z_i = 0\}}{\hat{E}(T_i|Z_i = 1) - \hat{E}(T_i|Z_i = 0)},
\]

\[
\hat{H}_{c0}(y)_{SIV} = \frac{\hat{E}\{1(Y_i \leq y)(1 - T_i)|Z_i = 1\} - \hat{E}\{1(Y_i \leq y)(1 - T_i)|Z_i = 0\}}{\hat{E}((1 - T_i)|Z_i = 1) - \hat{E}((1 - T_i)|Z_i = 0)},
\]

where \(\hat{H}_{c1}(y)_{SIV}\) and \(\hat{H}_{c0}(y)_{SIV}\) are the standard IV estimators for compliers’ cdf under treatment and control, respectively. Furthermore, as discussed in Section 2.3.3, the standard IV approach does not make full use of the mixture structure [46] implied by the latent compliance class model (see Table 2.2) and hence could be less efficient. Instead, Kaushal [46] proposed a normal approximation and two multinomial approximations to the outcome distributions. However, the estimator based on a normal approximation could be biased when the outcomes are not normal, and for the approach based on multinomial approximations, a systematic approach for choosing the multinomial approximations is needed.

Cheng et al. [50] developed a semiparametric IV method based on the empirical likelihood approach. Their approach makes full use of the mixture structure implied by the latent compliance class model without parametric assumptions on the outcome distributions as well as takes into account the nondecreasing property of cdfs and can be easily constructed based on data. Their method can be applied to general outcomes and general functions of outcome distributions. Cheng et al. [50] showed that their estimator has good properties and is substantially more efficient than the standard IV estimator.

For the mixture structure implied by the latent compliance model (see Table 2.2), Cheng et al. [50] adopted a density ratio model proposed by Anderson [113] to relate the densities of the latent compliance classes by an
exponential tilt:

\[
\frac{h_j(y)}{h_0(y)} = \exp(\alpha_j + \beta_j y), \quad j = 1, 2, 3,
\]  

(2.23)

where \( h_0(y) \) is unspecified and \( h_0(y) = P(Y_i = y | Z_i = 0, C_i = c_0) \), \( h_1(y) = P(Y_i = y | C_i = nt) \), \( h_2(y) = P(Y_i = y | Z_i = 1, C_i = c_0) \), \( h_3(y) = P(Y_i = y | C_i = at) \) are the outcome density (mass) functions of the latent compliance groups: compliers under control, never-takers, compliers under treatment, and always-takers, respectively. The densities are modeled nonparametrically except for being related by a parametric “exponential tilt.” The idea is similar to Cox’s proportional hazards models and many conventional parametric families fall in the exponential tilt model category, including two normals with common variance but different means, two exponential distributions, and two Poissons. The exponential tilt model provides a good fit to the data when many conventional parametric models do not fit the data well.

Cheng et al. [50] show how to maximize the likelihood for \( h_0(y) \), \( \alpha_1 \), \( \beta_1 \), \( \alpha_2 \), \( \beta_2 \), \( \alpha_3 \), and \( \beta_3 \) using the EM algorithm. Once the maximum likelihood estimates for these parameters are obtained, the outcome densities (masses) of compliers under control (mass) and treatment (mass) are estimated by

\[
\hat{h}_0(y_i) \text{ and } \hat{h}_2(y_i) = \exp(\hat{\alpha}_2 + \hat{\beta}_2 y_i) \text{, respectively, and their corresponding cdfs}
\]

\[
\hat{H}_0(y) = \sum_i \hat{h}_0(y_i) I(y_i \leq y) \text{ and } \hat{H}_2(y) = \sum_i \hat{h}_0(y_i) \exp(\hat{\alpha}_2 + \hat{\beta}_2 y_i) I(y_i \leq y),
\]

respectively. To examine the causal effect of actually receiving treatment on the outcome distribution for compliers, the equality of \( h_0(y) \) and \( h_2(y) \) can be tested by testing \( H_0 : \alpha_2 = \beta_2 = 0 \) by the semiparametric empirical likelihood ratio statistic that is described in detail in Reference 50.

In addition to investigating the distributional treatment effect, some function of the outcome distributions, \( g(\eta) \), where \( g \) is a real valued function with nonzero first partial derivatives, can also be estimated. For example, under the semiparametric setting in Reference 50, the CACE can be estimated by using

\[
\hat{CACE}^{SEM} = \sum_{i=1}^{n} y_i \hat{h}_0(y_i) \{\exp(\hat{\alpha}_2 + \hat{\beta}_2 y_i) - 1\}.
\]

One can also compare the \( \tau \)-quantiles of outcome distributions of compliers with and without treatment (marginal distributions of \( Y^1 \) and \( Y^0 \)):

\[
\hat{CQCE}^{SEM} = \hat{H}_2^{-1}(\tau) - \hat{H}_0^{-1}(\tau).
\]

When \( \tau = 0.5 \), it is the difference of the medians for the compliers under treatment and control.
The goodness of fit of the density ratio model can be tested by comparing estimated outcome cdfs based on the density ratio model to the empirical distribution function estimates [114]:

\[
\Delta_{zd} = \sup_{-\infty < y < \infty} \sqrt{n} | \hat{F}_{zt}(y) - \tilde{F}_{zt}(y)|, \quad z, d = 0, 1.
\] (2.24)

The p-value of the goodness-of-fit test can be estimated by a bootstrap p-value

\[
\hat{P}_{zt}^B = \hat{P}_{zt}^B(\Delta_{zt}^* \geq \Delta_{zt}^{obs}),
\] (2.25)

where \(\Delta_{zt}^{obs}\) is obtained from the actually observed data and \(\Delta_{zt}^*\) is calculated from \(B\) bootstrap samples generated under the null hypothesis: the density ratio model (2.23) is true.

### 2.9 Study Design IV and Multiple IVs

#### 2.9.1 Study Design IV: Near–Far Matching

Study design focuses attention on the data to be analyzed. The manner in which the data are structured largely determines the statistical procedures appropriate for analysis. The separation between study design and statistical analysis is quickly illustrated by considering a uniform randomized-paired analysis. The process of matching individual units of observation into pairs based on observed, pretreatment covariates, and then randomizing one unit within each pair to treatment and the other to control—this process is study design. The researcher constructs the pairs by carefully controlling the assignments to increase efficiency by decreasing within-pair variation (by constructing matched pairs) as well as to minimize unobserved bias (by randomization). These steps increase the validity of the results and go a long way toward reassuring the audience of the reliability of the reported conclusions. Only the manner in which the data are prepared has thus far been described. This is the design of the study.

Once the experiment is run and the data are recorded then the results need to be analyzed. Given the study design, most analysts would select a paired \(t\)-test, perhaps using Student’s \(t\). But that is not the only choice; one could justifiably use a permutation test or, with some additional assumptions, a model-based approach (e.g., regression) to adjust for potential covariate imbalances that routinely occur in finite sample randomizations. This is the statistical inference phase of the study. Statistical inference is distinct from, though predicated on and preceded by, the study design. The more well understood the study design, the more credibility the statistical inference is likely to have. This is true in experimentation and even truer in the observational setting.
In observational settings, data are often plentiful, especially compared to the experimental setting. The trouble with observational data is that estimates of treatment effects tend to be plagued by confounding by both observed and unobserved covariates. The goal of study design in the observational setting can be thought of as finding the subset of the data that will produce the best study given the limitations of the data (usually in the sense of internal validity).

In the literature, study design is also sometimes referred to as “preprocessing” [115]. For those new to study design, perhaps the most unintuitive insight is that the analysis can actually be improved by removing observations from consideration before performing the statistical inference. This is unintuitive because, loosely speaking, it seems like the study with the most observations is the most informative. This is a recognized problem in the observational literature. For example, it has become standard practice to use propensity scores to limit the analysis to only the observation units that have corresponding propensity score values in either the treated or control group, removing from inference the observational units with extreme values close to 1 or 0 [7,116].

Analogously for IVs, it is known that if the goal is to have greater power and results that are more robust to small violations of the IV assumptions, then a smaller data set with a stronger instrument is preferable to a larger data set with a weaker instrument [79]. The trade-off between bigger-but-weaker and smaller-but-stronger was thought to be informative, but not useful once the analyst has committed to using a particular data set. Contrary to this belief, Baiocchi et al. [13] demonstrated that even within a particular data set, the analyst may use near–far matching to go from a weaker-but-bigger study to a more robust smaller-but-stronger study.

There are two objectives in near–far matching. As in a randomized-controlled trial (RCT) with a matched pair design, one objective in near–far matching is to create matched pairs where the covariates are similar within a pair. Creating pairs with very similar covariate values (i.e., pairs that are near each other in covariate space) is used to improve efficiency. The other objective in near–far matching is to separate observations’ instrument values within a matched pair. In the neonatal intensive care example outlined in the introduction, within a matched pair, one wants one mother to be highly encouraged to deliver at a high-level NICU and the other to be highly encouraged to deliver at a low-level NICU. This is similar to the matched pair design when there is the potential for noncompliance. If the level of encouragement can be varied, then it is preferential to have two mothers who are highly dissimilar (far) in their levels of randomly assigned encouragement because it is then more likely that within the pair, one mother will comply with the encouragement and take the treatment and the other will comply with the lack of encouragement and take the control. As outlined in Reference 13, algorithms exist that will construct pairs that maximize both of these objectives at the same time.
In most real-world examples there will be a trade-off between the “near” and the “far” part of the matching. The technical aspects of this trade-off, and how to construct such pairs, are context specific—for guidance, see References 13 and 117. The intuition is that as the analyst forces separation in the instrument values between pairs of patients, it becomes more difficult to find patients with quite dissimilar instrument values but very similar covariates. The Baiocchi et al. paper [13] outlines both theoretical arguments as well as practical reasons for designing studies with greater separation in the instrument.

It should be noted that pair matching is being referred to, but all of these arguments hold for larger block designs. Near–far matching would work with $k:1$ matching and other more exotic designs. The primary difference would be the optimization algorithm used to construct the sets.

This process is similar to propensity score matching, and other matching techniques in general. The goal is to prepare the data, by finding the parts of the data set that lend themselves to causal inference, so as to improve the reliability of the statistical analysis to be performed. Note that, just as with propensity score matching, the analyst may decide to use whichever appropriate statistical method of analysis post matching. That is, after performing near–far matching, the analyst may then decide to use a 2SRI model if that is appropriate for the given data set. But the selection of the statistical method must be made with justification, not out of convenience. This is why most analysts will decide to use the effect ratio (discussed in Section 2.7) after performing near–far matching as the study design leads naturally into the statistical analysis.

### 2.9.2 Multilevel and Continuous IVs

In some settings, the IV has multiple levels or is continuous. For example, in the neonatal intensive care example, the mother’s excess travel time from the nearest high-level NICU compared to the nearest low-level NICU is continuous. Multiple levels of the IV provides us with the opportunity to identify a richer set of causal effects [118]. Suppose the IV is continuous and the following extended monotonicity assumption holds: $T_{zi} \geq T_{z'i}$ for all $zi \geq z'i$, that is, a higher level of the IV always leads to at least as high a level of the treatment. The limit of the treatment effect for subjects who would take the treatment if the IV was equal to $z$ but not take the treatment if the IV was a little less than $z$ is $\lim_{\epsilon \to 0} E[Y_{1i} - Y_{0i}|T_{zi} = 1, T_{z-e,i} = 0]$; Heckman and Vytlacil [119] refer to this as the marginal treatment effect at $z$. Treatment effects of interest can all be expressed as a weighted average of these marginal treatment effects [119]. For example, the treatment effect estimated by dichotomizing the IV as 1 or 0 according to whether the IV is above some cutoff or the treatment effect estimated by 2SLS using the continuous IV can be expressed as a weighted average of the marginal treatment effects. The average treatment
effect over the whole population can also be expressed as a weighted average of the marginal treatment effects. Identification of the average treatment effect over the whole population requires identification of all the marginal treatment effects. In order for all the marginal treatment effects to be identified using the IV (and thus the average treatment effect identified), it is required that for large values of $Z$, $P(T = 1|Z)$ approaches 1 and for small values of $Z$, $P(T = 1|Z)$ approaches 0 [119]. Reference 120 shows how to estimate marginal treatment effects and the average treatment effect when this condition is satisfied.

2.9.3 Multiple IVs

In some settings, there may be multiple IVs available. For example, Reference 35 used IV methods to estimate the effect of longer postpartum stays on newborn readmissions. Reference 35 used two IVs: (1) hour of birth and (2) method of delivery (vaginal vs. cesarean section). Hour of birth influences length of stay because it affects whether a newborn will spend an extra night in the hospital; for example, Malkin et al. [35] found that newborns born in the a.m. have longer lengths of stay than newborns born in the p.m. Method of delivery influences length of stay because mothers need more time to recuperate after a cesarean section than following a vaginal delivery, and newborns are rarely discharged before their mothers. Each IV identifies the treatment effect for a different set of compliers. If treatment effects are heterogeneous, the CACEs may differ. For example, newborns who would only stay an extra day if born in the a.m. compared to the p.m. may differ in their risk characteristics compared to newborns who would only stay an extra day if delivered by cesarean section compared to vaginal delivery, and length of stay may have a different effect on newborns with different risk characteristics.

$2SLS$ can be used to combine the IVs—in the first stage, regress $T$ on both $Z_1$ and $Z_2$ (as well as $X$) and then use the predicted $T$ as usual in the second stage. Under the assumption of homogeneous treatment effects and constant variance, the 2SLS estimate is the optimal way to combine the IVs [55]. When treatment effects are heterogeneous, 2SLS estimates a weighted average of the CACE for the IVs with stronger IVs getting greater weight [42,57]. When there are two or more distinct IVs, it is useful to report the estimates from the individual IVs in addition to the combined IVs since the IVs may be estimating treatment effects for different types of people.

When there are multiple IVs and treatment effects are homogeneous, the overidentifying restrictions test can be used to test the validity of the IVs [53,121]. The overidentifying restrictions test tests whether the estimates from the different IVs are the same. When treatment effects are homogeneous, if the estimates from two different IVs converge to different limits, this would show that at least one of the IVs is invalid. There are two problems with using the overidentifying restrictions test to test the validity of IVs. First, if
treatment effects are heterogeneous, then the CACEs for the two IVs may be different even though both IVs are valid; in this case, the overidentifying restrictions test would falsely indicate that at least one of the IVs is invalid. Second, even if treatment effects are homogeneous, two IVs $A$ and $B$ may both be biased but in the same way so that the asymptotic limit of the estimators based on IV $A$ and $B$, respectively, are the same; in this case, the overidentifying restrictions test would give false assurance that the IVs are valid [78].

### 2.10 Multilevel and Continuously Valued Treatments

The treatment under study may take on multiple or continuous values, for example, the dose of a medication. 2SLS can still be applied. Angrist and Imbens [57] present the following formula that shows that the 2SLS estimator converges to a weighted average of the effect of one-unit changes in the treatment level. Suppose the treatment can take on levels $0, 1, \ldots, \bar{t}$ and that monotonicity holds in the sense that $T_{i}^{z=1} \geq T_{i}^{z=0}$. Assume there are no covariates. Then, the 2SLS estimator converges to

$$E(Y_i | Z_i = 1) - E(Y_i | Z_i = 0) = \sum_{t=1}^{\bar{t}} \omega_t E[Y_t - Y_{t-1}|T_1 \geq t > T_0], \quad (2.26)$$

where $\omega_t = ((P(T_1 \geq t > T_0))/\sum_{t=1}^{\bar{t}} P(T_1 \geq t > T_0))$. The numerator of $\omega_t$ is the proportion of compliers at point $t$, that is, the proportion of individuals driven by the encouraging level of the IV from a treatment intensity less than $t$ to at least $t$. The $\omega_t$'s are nonnegative and sum to one. The quantity $E[Y_t - Y_{t-1}|T_1 \geq t > T_0]$ in Equation 2.26 is the causal effect of a one-unit increase in the treatment from $t-1$ to $t$ for compliers at point $t$. Equation 2.26 shows that the 2SLS estimator converges to a weighted average of the causal effects of one-unit increases in the treatment from $t-1$ to $t$ for compliers at point $t$, where the points $t$ at which there are more compliers get greater weight. The weights $\omega_t$ can be estimated since under monotonicity and the assumption that the IV is independent of the potential treatment received, $P(T_1 \geq t > T_0) = P(T_1 \geq t) - P(T_0 \geq t) = P(T \geq t|Z = 1) - P(T \geq t|Z = 0)$. See Reference 57 for an extension of these formulas to the setting where there are covariates $X$ that are controlled for.

Researchers often times dichotomize multilevel or continuous treatments. However, using IV methods with a dichotomized continuous treatment can lead to an overestimate of the treatment effect. Let $\beta$ denote the average causal effect (2.26) that the 2SLS estimator for a multilevel treatment converges to. Angrist and Imbens [57] show that if this treatment is dichotomized
as \( B = 1 \) if \( T \geq l \), \( B = 0 \) if \( T < l \) for some \( 1 \leq l \leq \bar{t} \), then the 2SLS estimator using the binary treatment \( B \) converges to \( \phi \beta \), where

\[
\phi = \frac{E(T|Z = 1) - E(T|Z = 0)}{E(B|Z = 1) - E(B|Z = 0)} = \frac{\sum_{j=1}^{\bar{t}} P(T_1 \geq j > T_0)}{P(T_1 \geq l > T_0)} \geq 1.
\]

The only situation when \( \phi = 1 \) is when the IV has no effect other than to cause people to switch from \( T = l - 1 \) to \( T = l \). Otherwise, when a multilevel treatment is incorrectly parameterized as binary, the resulting estimate tends to be too large relative to the average per-unit effect of the treatment. The problem with dichotomizing a multilevel treatment is that the IV has a direct effect because the encouraging level of the IV can push a person to a higher level of treatment even if \( B \) is 1 under both the nonencouraging and encouraging levels of the IV. Although dichotomizing a continuous treatment results in a biased IV estimate, the sign of the treatment effect is still consistently estimated.

If the treatment effect for compliers is linear, that is, the causal effect of a one-unit increase in the treatment from \( t - 1 \) to \( t \) for compliers at point \( t \) is the same for all \( t \), then the 2SLS estimator estimates this linear treatment effect. If the treatment effect is nonlinear, then with a binary IV, it is not possible to estimate anything other than the weighted treatment effect (2.26). If the IV is continuous, then the IV can be used to form multiple IVs (e.g., \( Z, Z^2, Z^3 \)) and a nonlinear treatment effect can be estimated [122]. For example, suppose \( T^{T=t} = Y^0 + \beta_1 t + \beta_2 t^2 \). Then, \( \beta_1 \) and \( \beta_2 \) can be consistently estimated with a continuous IV \( Z \) by using 2SLS where \( \hat{T} \) is estimated by regressing \( T \) on \( Z \) and \( Z^2 \), \( \hat{T}^2 \) is estimated by regressing \( T^2 \) on \( Z \) and \( Z^2 \), and \( \beta_1 \) and \( \beta_2 \) are estimated by regressing \( Y \) on \( \hat{T} \) and \( \hat{T}^2 \). Reference 123 discusses other estimation approaches for estimating nonlinear treatment effects.

A common setting is to have a treatment with three levels that may not be strictly ordered by dose. Cheng and Small [66] consider the setting of a treatment with three levels—control (0) and two active levels \( A \) and \( B \), where \( A \) and \( B \) are not ordered by dose and some subjects may prefer \( A \) to \( B \) and some may prefer \( B \) to \( A \). Subjects are randomly assigned to one of the three arms 0, \( A \), and \( B \), and then could either take the assigned treatment or not take it and receive the control (for the control arm, all subjects receive the control 0). The effect of treatment \( A \) versus control for subjects who would take treatment \( A \) if offered (i.e., compliers with treatment \( A \)) is identified by analyzing only subjects who were either assigned to the control arm or the treatment \( A \) arm. But for this setting, Reference 66 showed that the effect of treatment \( A \) for subjects who would take treatment \( A \) if assigned to it but not treatment \( B \) and the effect of treatment \( A \) for subjects who would take treatments \( A \) or \( B \) if assigned to \( A \) or \( B \), respectively, is not point identified. However, the data provide information that can be used to narrow bounds on these treatment effects. These treatment effects are of interest for individuals making
decisions about which treatment to take, for example, for a very compliant subject who knows she would take either treatment A or B if offered, she would like to know whether treatment A or B is better among very compliant subjects like herself; the treatment effects are also of interest for clinicians deciding which treatment to offer first and for health policymakers anticipating what would happen were the treatment(s) to be introduced into general practice in a setting in which compliance patterns are expected to differ from those of the trial [66].

2.11 IV Methods for Mediation Analysis

If a treatment has some effect, we would like to understand how the treatment works. Mediation analysis seeks to uncover the pathways through which a treatment works. These pathways can include measured intermediate biological, behavioral/social factors, or unmeasured intermediate variables. Mediation analysis helps us to understand the working mechanism of an intervention and consequently allows us to tailor the intervention for future research and applications in specific populations. For example, the PROSPECT study [96] was a randomized trial that evaluated an intervention for improving the treatment of depression in the elderly in primary care practices. The intervention consisted of having a depression specialist (typically a master’s level clinician) closely collaborate with the depressed patient and the patient’s primary care physician to facilitate patient and clinician adherence to a treatment algorithm and provide education, support, and ongoing assessment to the patient. The intervention significantly reduced depression (as measured by the Hamilton test) 4 months after baseline. Researchers of this study are interested in to what extent the effect of the intervention can be explained by its increasing use of prescriptive antidepressant medication as compared to other factors. Understanding the mechanism by which a treatment achieves its effects can help researchers and policymakers design more effective treatments [124]. For example, if the PROSPECT study intervention achieves its effects primarily through increasing use of antidepressants, then a more cost-effective intervention might be designed that has the depression specialist focus her time only on increasing use of antidepressants.

A widely used approach to mediation analysis [125,126], called the Baron–Kenny approach, makes a strong sequential ignorability assumption that, in addition to the intervention being randomly assigned conditional on measured confounding variables, the mediating variable (e.g., antidepressant use) is also effectively randomly assigned given the intervention and the measured confounding variables (i.e., the mediating variable is sequentially ignorable, meaning that there are no unmeasured confounders of the mediating variable–outcome relationship) [127]. In the PROSPECT study,
potential unmeasured confounders of the mediating variable (antidepressant use)—outcome (depression) relationship include medical comorbidities during the follow-up period, which deter elderly depressed patients from taking antidepressant medications because of so many other medications that are necessitated by their medical comorbidities and also predispose patients to more depression [127]. To address such unmeasured confounding, Ten Have et al. [127] developed an IV approach to mediation analysis in which baseline covariate(s) $B$ interacted with the treatment assignment $T$ are assumed to be a valid IV(s). In order for the baseline covariates $B$ interacted with the treatment assignment $T$ to be valid IVs, the following assumptions must hold:

- (IV-MA-A1). The treatment assignment $T$ must be independent of unmeasured confounders given the baseline covariates $B$.
- (IV-MA-A2). The baseline covariates $B$ must interact with the treatment assignment $T$ in predicting the mediating variable $M$ in a linear model for $M$.
- (IV-MA-A3). The baseline covariates $B$ cannot modify the effect of the mediating variable $M$ or the direct effect of the treatment $T$.

Let $Y_{tm}$ be the potential outcome if the treatment is set to $t$ and the mediating variable is set to $m$. Consider the following model:

$$Y_{tm} = \theta_T + m \theta_M + TB^T \theta_{TB} + MB^T \theta_{MB} + E(Y_{00}|B) + \left[Y_{00} - E(Y_{00}|B)\right]$$

$$E^*(M|T, B) = \gamma_0 + T\gamma_T + B^T \gamma_B + TB^T \gamma_{TB}, (2.27)$$

where $E^*(M|A) = \arg\min_\lambda E(M - \lambda^T A)^2$ denotes the best linear predictor of $M$ given $A$. In model (2.27), for subjects with covariates $B$, the direct effect of the treatment $T$ is $\theta_T + TB^T \theta_{TB}$ and the effect of the mediating variable $M$ is $\theta_M + B^T \theta_{MB}$. In the context of Equation 2.27, assumption (IV-MA-A1) is that $T$ is independent of $Y_{00} - E(Y_{00}|B)$; assumption (IV-MA-A2) is that $\gamma_{TB} \neq 0$; and assumption (IV-MA-A3) is that $\theta_{TB} = 0$ and $\theta_{MB} = 0$.

Under assumptions (IV-MA-A1), (IV-MA-A2), and (IV-MA-A3), [127] used a $g$-estimation approach to estimate the direct effect of the treatment, $\theta_T + B^T \theta_{TB}$, and the effect of the mediating variable, $\theta_M + B^T \theta_{MB}$. References 80 and 128–130 show that 2SLS can also be used. The first stage is to regress the mediating variable $M$ on the treatment $T$, baseline covariates $B$, and the interaction between the baseline covariates and treatment, $TB$. The second stage is to regress the outcome $Y$ on the treatment, predicted value of the mediating variable from the first stage, and the baseline covariates $B$. The illustrative code is provided in Section 2.12. Reference 130 presents a method of sensitivity analysis for violations of assumption (IV-MA-A3).
2.12 Software

The software for implementing IV analyses is available in R, SAS, and Stata. Here, we illustrate analyzing the NICU study using the ivpack package, freely downloadable from CRAN, in the freely available software R.

```r
library(ivpack)
# y is the nx1 vector of the outcome (mortality)
# t is the nx1 vector of the treatment (1 if high level NICU,
  # 0 if low level NICU)
# xmat is the nxp matrix of observed covariates (e.g.,
  # birthweight, gestational age, etc.)
# z is the IV
# (1 if excess travel time <=10 minutes, 0 if excess travel
time greater than 10 minutes)

# Fit first stage model
first.stage.model=lm(t~ z+xmat)
# Calculate Partial F statistic for testing whether instrument
  # has an effect
# in the first stage model
first.stage.model.without.z=lm(t~ xmat)
anova(first.stage.model.without.z,first.stage.model)
Analysis of Variance Table

Model 1: t ~ xmat
Model 2: t ~ z + xmat

    Res.Df RSS Df Sum of Sq F Pr(>F)
1   192017 40737
2   192016 34964  1 5772.6 31702 < 2.2e-16 ***

# The partial F statistic is 31702, which is much greater
# than 10,
# so that IV is strong enough for two stage least squares
inference to be reliable.

# Estimate proportion of compliers and proportion of compliers
# that are low birth weight
# E(T|Z,X) using a logistic regression model with interaction
# between Z and X z.times.xmat=z*xmat
treat.reg.est=glm(t~z+xmat+z.times.xmat,family=binomial)
# Matrix of covariates when z is set to 1
z1mat=cbind(rep(1,length(y)),rep(1,length(y)),xmat,xmat);
ev.tz1=expit(z1mat%*%matrix(coef(treat.reg.est),ncol=1));
# Matrix of covariates when z is set to 0
```
z0mat = cbind(rep(1, length(y)), rep(0, length(y)), xmat,
              matrix(rep(0, ncol(xmat) * length(y)), ncol = ncol(xmat)))
ev.tz0 = expit(z0mat %*% matrix(coef(treat.reg.est), ncol = 1))
# Proportion of compliers
prop.compliers = mean(ev.tz1 - ev.tz0)
# Proportion of compliers given low birth weight
prop.compliers.given.low.birth.weight =
    mean(ev.tz1[low.birth.weight == 1] - ev.tz0[low.birth.weight == 1])
# Proportion with low birth weight among compliers
prop.low.birth.weight.in.compliers =
    (prop.compliers.given.low.birth.weight / prop.compliers) * mean
    (low.birth.weight)

# Bias ratio for low birth weight, see Table 6
bias.ratio.low.birth.weight =
ab.s(((mean(low.birth.weight[z == 1]) - mean(low.birth.weight
    [z == 0])) / (mean(t[z == 1]) - mean(dtz == 0)))) /
(mean(low.birth.weight[t == 1]) - mean(low.birth.weight[t == 0])));
bias.ratio.low.birth.weight
[1] 0.5157605

# Two stage least squares analysis
ivmodel = ivreg(y ~ t + xmat | z + xmat)
# This summary gives the non-robust standard errors
summary(ivmodel)
Coefficients:
          Estimate  Std. Error t value Pr(>|t|)
(Intercept)   0.5183     0.01019    50.85 < 2e-16 ***
t         -5.888e-03    1.644e-03    -3.58  0.000432 ***
xmatbthwght  -6.298e-06    6.698e-07    -9.40  < 2e-16 ***
...  
# We estimate that the effect of going to a high level NICU
# is to
# reduce the mortality rate for compliers by .005888 or 5.9
# babies
# per 1000 deliveries

# Standard errors that are robust for heteroskedasticity but
# not clustering robust.se(ivmodel)

# Huber-White standard errors that account for clustering
due to hospital
# and are also robust to heteroskedasticity
# hospid is an identifier of the hospital the baby was
# delivered at
cluster.robust.se(ivmodel,hospid)
t test of coefficients:

|                | Estimate | Std. Error | t value | Pr(>|t|) |
|----------------|----------|------------|---------|----------|
| (Intercept)    | 5.1830e-01 | 2.7084e-02 | 19.1369 | < 2.2e-16 *** |
| t              | -5.8879e-03 | 1.9021e-03 | -3.0955 | 0.0019653 ** |
| xmatbthwght    | -6.2983e-06 | 1.3268e-06 | -4.7471 | 2.065e-06 *** |

# Sensitivity Analysis for IV being associated with unmeasured confounders
# Second row of Table 10
delta=-1/1000
eta=.5;
adjusted.y=y-delta*eta*z;
sens.est=ivreg(adjusted.y~ t+xmat|z+xmat)
ccluster.robust.se(sens.est,hospid)

t test of coefficients:

|                | Estimate | Std. Error | t value | Pr(>|t|) |
|----------------|----------|------------|---------|----------|
| (Intercept)    | 5.1780e-01 | 2.6995e-02 | 19.1818 | < 2.2e-16 *** |
| t              | -4.6396e-03 | 1.8678e-03 | -2.4840 | 0.0129941 * |

# Sensitivity Analysis for violation of exclusion restriction
lambda=.001 # having to travel far to a high level NICU increases the
# death rate by 1 per 1000 deliveries
adjusted.y=y-lambda*(1-z)*t
sens.est=ivreg(adjusted.y~ t+xmat|z+xmat)
ccluster.robust.se(sens.est,hospid)

t test of coefficients:

|                | Estimate | Std. Error | t value | Pr(>|t|) |
|----------------|----------|------------|---------|----------|
| (Intercept)    | 5.1733e-01 | 2.6922e-02 | 19.2159 | < 2.2e-16 *** |
| d              | -5.0945e-03 | 1.8550e-03 | -2.7464 | 0.0060260 ** |

We will now illustrate using IVs in mediation analysis (Section 2.11). We use the PROSPECT study data set provided by Reference 127 under the Article Information link at the Biometrics website http://www.tibs.org/biometrics. The outcome (hamd) is the patient’s Hamilton score (a measure of depression, with a higher score indicating more depression) 4 months after
baseline. The treatment (interven) is having a depression specialist (typically
a master’s level clinician) closely collaborate with the depressed patient and
the patient’s primary care physician to facilitate patient and clinician adher-
ence to a treatment algorithm and provide education, support, and ongoing
assessment to the patient; interven=1 if the patient received the treatment,
0 if the patient received usual care. The mediating variable (medication) is
an indicator for whether the subject used antidepressants during the period
from baseline to 4 months after baseline. The baseline covariates are (i) an
indicator of whether the subjects had used antidepressants in the past (scr01)
and (ii) a baseline measure of antidepressant use (cad1) that ranges from
0 (no baseline use of antidepressants) to 4 (highest level of baseline use of
antidepressants).

library(AER)
# scr01.interven = scr01*interven, cad1.interven=cad1*interven
model=ivreg(hamd~interven+medication+scr01+cad1|interven+scr01
+cad1+scr01.interven+cad1.interven)summary(model)

Call:
ivreg(formula = hamd ~ interven + medication + scr01 + cad1 |
        interven + scr01 + cad1 + scr01.interven + cad1.interven)

Residuals:
       Min      1Q  Median       3Q      Max
-13.828   -5.944  -1.216    5.469   30.340

Coefficients:
                Estimate  Std. Error  t value  Pr(>|t|)
(Intercept)    13.5308     1.0941  12.3677  <2e-16 ***
interven     -0.9380     1.5184  -0.6180    0.5372
medication   -2.8703     3.0735  -0.9341    0.3511
scr01         1.3598     0.8174   1.6638    0.0973 .
cad1          0.4655     0.4971   0.9373    0.3498

---
Signif. codes: 0 *** 0.001 ** 0.01 * 0.05 . 0.1 1

Residual standard error: 7.911 on 292 degrees of freedom
Multiple R-Squared: 0.0219, Adjusted R-squared: 0.008498
Wald test: 2.251 on 4 and 292 DF, p-value: 0.06372

# The treatment is estimated to have a direct effect of
# reducing the Hamilton score by 0.94 points
# and the mediating variable, antidepressant use, is estimated
# to be to reduce
# the Hamilton score by 2.87 points.
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ABSTRACT Comparative effectiveness research is concerned with the causal effects of treatments and interventions on health outcomes. We conduct randomized trials and observational studies to estimate these comparative effects and help decision makers—patients, clinicians, payers, and policy makers—decide which interventions to implement. In fact, analyses of observational data for comparative effectiveness research can be viewed as an attempt to emulate a hypothetical randomized trial, which we will refer to as the target trial. This chapter uses the concept of the target trial to outline a unified framework for the analysis of longitudinal studies for comparative effectiveness research, regardless of whether they are randomized or observational.
3.1 Introduction

After briefly reviewing the concept of the target trial, we propose a taxonomy of causal effects that may be of interest when emulating a target trial, including intention to treat (ITT) and per-protocol (PP) effects. As we discuss, a valid estimation of those causal effects generally requires (i) data on time-varying prognostic factors that either predict loss to follow up or adherence to protocols of clinical interest or both, and (ii) appropriate adjustment for those time-varying factors using the so-called g-methods. It is precisely the development of g-methods that makes the concepts discussed here something more than a formal exercise: if data are available, the effects of interest can now be validly estimated. We finish with a discussion on the choice of time zero in follow-up studies and a brief conclusion. Detailed technical accounts of methods for causal inference are described in Chapters 1 and 2.

3.2 The Target Trial

Consider an open-label, parallel pragmatic randomized clinical trial to estimate the effect of estrogen plus progestin hormone therapy on the 5-year risk of breast cancer among postmenopausal women who will be randomly assigned to initiate and do not initiate hormone therapy at the start of follow-up (baseline) in a certain population, and will identify those who receive a diagnosis of breast cancer over the next 5 years. The women will be included only if, at baseline, they are within 5 years of menopause, have no history of cancer, and have not used hormone therapy for at least 2 years. The follow-up starts at the time of assignment and ends at diagnosis of breast cancer, death, loss to follow-up, or 5 years after baseline, whichever occurs earlier. During the follow-up period, some women will discontinue the hormone therapy they started at baseline, and others who were off therapy at baseline will start hormone therapy. Furthermore, some women will be lost to follow-up before the study ends.

When conducting this randomized trial is not a possibility, we may attempt to emulate it through the analysis of existing observational data. We refer to the trial as the target trial. For example, we can design an analysis of the observational data that adheres to the protocol of the target trial, except that no random assignment of treatment is possible. Rather, women in the observational analysis do or do not receive treatment according to her and her healthcare providers’ decisions.

The protocol of randomized trials is usually explicit. Thus, we should be explicit about the protocol of the target trial we wish our observational
analysis to emulate. To do so, we will need to specify the eligibility criteria, the start and end of follow-up, the interventions assigned at the start of follow-up, and the outcome of interest. The acronym PICO (population, intervention, comparator, and outcome) has been proposed to summarize some of these study characteristics (Richardson et al., 1995), which were briefly summarized for our target trial in the first paragraph of this section.

The protocol of a randomized trial is prespecified in a written document, but the protocol of a target trial is usually specified after the data are collected because data exploration may be needed to determine which target trials can be reasonably emulated. Note that, in principle, we may be able to emulate a target trial defined by a particular protocol by using data from an actual randomized trial that had a different protocol.

To fully characterize the protocol of the target trial, we need a detailed description of the interventions that are assigned at baseline. As a simplified example, our target trial can assign women to either the intervention “refrain from taking hormone therapy during the follow-up” or the intervention “initiate estrogen plus progestin hormone therapy at baseline and remain on it during the follow-up until a diagnosis of deep vein thrombosis, pulmonary embolism, myocardial infarction, or cancer.”

Individuals outside blinded trials are usually aware of the treatment they receive. Therefore, the observational data cannot be used to emulate a target trial in which participants or their treating physicians are blinded to the intervention. This is not necessarily a limitation: when the goal of the study is to estimate realistic causal effects, it may actually be preferable to have nonblinded participants. Even with this goal, blinding of outcome ascertainment often remains a desirable feature. However, blinding of the outcome ascertainment cannot generally be emulated using observational data.

We still need to discuss an important component of the protocol of the target trial: the causal question of interest. The next section defines the causal effects that may be of interest in randomized trials, whether real or emulated.

### 3.3 A Taxonomy of Causal Effects in Randomized Trials

We often compare the effect estimates of randomized and observational studies. For example, observational studies and a large randomized trial reported similar estimates of the effect of hormone therapy on breast cancer; this congruence was widely interpreted as a proof that observational studies got it right. On the other hand, several observational studies and the randomized trial reported different estimates of the effect of hormone therapy on coronary heart disease than a large randomized trial; this discrepancy was interpreted by many as a proof that observational studies yielded biased estimates (Grodstein et al., 2003).
A logical implication of our direct comparisons of randomized and observational estimate is that we believe both types of studies can answer the same, or at least a closely related, causal question. What question might that be? Let us review three types of causal effects that may be of interest in a randomized trial:

1. **The effect of being assigned to the intervention, regardless of the treatment actually received.** This effect, commonly known as the ITT effect, is defined by a contrast of the outcome distribution under interventions of the sort:
   - Be assigned to treatment \( A = 1 \) at baseline and remain under study until the end of follow-up.
   - Be assigned to treatment \( A = 0 \) at baseline and remain under study until the end of follow-up.

   where, in our example, treatment \( A = 1 \) is hormone therapy and treatment \( A = 0 \) is no-hormone therapy. In some randomized trials, assignment to and initiation of the interventions occur simultaneously. That is, all individuals assigned to a given intervention start to receive the intervention, regardless of whether they continue it after baseline. In those cases, the ITT is not only the effect of assignment but also the effect of initiation of the intervention.

   The ITT effect is agnostic about any treatment decisions made after baseline, including discontinuation or initiation of the treatments of interest, use of concomitant therapies, or any other deviations from the protocol. This agnosticism implies that the magnitude of the ITT effect may heavily depend on the particular patterns of deviation from the protocol that occur during the conduct of each study. Two studies with the same protocol but conducted in different settings may have different ITT effect estimates with neither of them being biased.

2. **The effect of receiving the interventions as specified in the study protocol.**
   We refer to this effect as the PP effect. A first approximation to the PP effect would be defining it by a contrast of the outcome distribution under the interventions:
   - Receive treatment \( A = 1 \) continuously between baseline and end of follow-up.
   - Receive treatment \( A = 0 \) continuously between baseline and end of follow-up.

   However, sensible protocols will not mandate that treatment be continued when toxicity or contraindications arise. The PP effect is then more accurately defined by a contrast under the interventions:
   - Receive treatment \( A = 1 \) continuously between baseline and end of follow-up, unless otherwise clinically indicated.
• Receive treatment $A = 0$ continuously between baseline and end of follow-up, unless otherwise clinically indicated.

The above definition makes clear that the PP effect of sustained interventions generally involves the comparison of dynamic strategies (“do this, if X happens then do this other thing”) rather than static strategies inherent to the ITT effect (“just assign to this treatment”).

Sometimes, studies are explicitly designed to compare dynamic interventions. For example, the PP effect may be defined by a contrast of the sort:

• Receive treatment $A = 1$ continuously between baseline and the occurrence of event X, then switch to treatment $A = 0$ until the end of follow-up.

• Receive treatment $A = 0$ continuously between baseline and end of follow-up, unless otherwise clinically indicated.

where, in our example, event X might be endometrial cancer. There are many possible versions of PP effect: the control intervention (the one that starts with $A = 0$) may be dynamic too, dynamic interventions may involve several events X, Y, Z... that lead to treatment changes, treatment $A = 1$ may change to treatment $A = 2$ (e.g., another dose or type of hormone therapy), etc.

The PP effect is often the implicit target of inference. For example, often investigators question the fidelity of the interventions implemented in the study to the interventions described in the protocol, and say that there is bias (sometimes referred to as “performance bias” or “noncompliance bias”). This language indicates that the investigators are really interested in comparing the interventions implemented during the follow-up as specified in the protocol (i.e., the PP effect) and not in the effect of assignment to the interventions at baseline (i.e., the ITT effect) because noncompliance after baseline cannot possibly bias the effect of assignment at baseline.

Analogously, the PP effect cannot be biased by changes to the baseline treatment that are consistent with the protocol. For example, some study protocols intentionally let physicians make their own treatment decisions during the follow-up when toxicity or contraindications arise. Therefore, treatment decisions, including discontinuation of the originally assigned treatment or initiation of other treatments and use of concomitant therapies, because of toxicity or contraindications cannot possibly be considered a deviation from the protocol. These are not instances of noncompliance and should not be adjusted for when estimating the PP effect, for example, individuals who change treatments because of clinical reasons should not be censored (see below). Again, the PP effect is defined by a contrast of clinical strategies, not by an unrealistic, and possibly unethical, contrast of continuous treatment between baseline and the end of
follow-up. PP effects are particularly relevant for comparative effectiveness research, which seeks to provide evidence for decisions in the “real world.”

Ideally, to avoid confusions about what should or should not be deemed as noncompliance throughout the follow-up, the protocol would fully specify the clinical strategies of interest. Then, the PP effect would measure the comparative effectiveness of well-defined, rather than vaguely, or implicitly, defined strategies.

3. The effect of receiving interventions other than the ones specified in the study protocol. We continue the above discussion by now describing an example in which the interventions of interest differ from the ones in the protocol of the trial that was actually conducted.

An early randomized trial assigned human immunodeficiency virus (HIV)-infected patients to either high-dose or low-dose zidovudine (Fischl et al., 1990). The administration of prophylaxis therapy for Pneumocystis pneumonia, an opportunistic infection, was left to the physician’s discretion. The ITT effect estimate suggested a survival benefit of low-dose zidovudine. However, individuals in the low-dose zidovudine group received significantly more prophylaxis therapy than those in the high-dose group (61% vs. 50%). By the time the trial ended, prophylaxis for Pneumocystis pneumonia had become the standard of care. At that point, the relevant clinical question was whether the low-dose group would still have had better survival than the high-dose group had all trial participants received prophylaxis. This question corresponds to neither the ITT effect nor the original PP effect. Rather, it is a question about the PP effect in a hypothetical trial in which individuals are randomized to both zidovudine dose and to prophylaxis, that is, a trial whose protocol is designed to estimate the direct effect of zidovudine dose that is not mediated through prophylaxis for Pneumocystis pneumonia.

This example illustrates how causal effects of interest that do not correspond to the original PP effect can be conceptualized as PP effects in target trials that can be emulated using the randomized trial data. Interestingly, if the interventions of interest differ from those in the actual trial, it is actually disadvantageous to have all participants in the actual trial adhere to the interventions specified in the protocol. Specifically, complete compliance implies that the trial data cannot be used to emulate a target trial with a different protocol (because no individuals follow the protocol of the target trial in the actual data). For example, a randomized trial with full compliance in which HIV-infected individuals are assigned to different CD4 cell count thresholds at which to initiate antiretroviral therapy is of little use to emulate a trial in which individuals are assigned to either continuous treatment or no treatment, and vice versa. It
is precisely the noncompliance that allows us to use the data from a given randomized trial to emulate other randomized trials that answer different, perhaps more relevant, causal questions.

### 3.4 A Taxonomy of Causal Effects in Observational Analyses That Emulate a Target Trial

The causal effects described above for randomized trials can be analogously defined for observational analyses that emulate a target trial.

The observational analog of the ITT effect is defined by a contrast of the outcome distribution under the hypothetical interventions:

- **Initiate treatment** \( A = 1 \) at baseline and remain under study until the end of follow-up.
- **Do not initiate treatment** \( A = 1 \) at baseline and remain under study until the end of follow-up (in head-to-head comparisons this would be “initiate another treatment \( A = 2 \)”).

This observational analog of the ITT effect in studies without randomization corresponds to the ITT effect in a target trial in which assignment to and initiation of the interventions occurs simultaneously. It differs slightly from the ITT effect in trials in which some individuals assigned to a particular intervention may never initiate it. In our example, we would estimate an observational analog of the ITT effect of hormone therapy by comparing women who initiate and do not initiate hormone therapy at baseline. This observational ITT effect differs from the ITT effect estimated of a target trial in which some women assigned to hormone therapy do not take any dose. Yet, a hypothetical intervention on initiation, as opposed to assignment, of treatment preserves the key feature of the ITT effect: interventions are defined solely by events occurring at baseline.

The observational analog of the PP effect is defined identically as that for the target trial. In randomized trials, we differentiated between the original PP effect and the PP effects in alternative target trials. In observational studies, this difference is unnecessary because, in the absence of a prespecified protocol, each PP effect corresponds to a particular target trial. Similarly to randomized trials, we can only use observational data to emulate target trials whose intended interventions are actually followed by at least some study subjects. If there are no such individuals, we say there is a positivity violation. An analyst may choose to use dose–response structural models to extrapolate to interventions for which positivity fails.

An advantage of defining the causal effects in observational studies in reference to those in the target trial is that we are then forced to be explicit about
the interventions that are compared. Once we adopt this viewpoint, it is obvious that certain comparisons cannot be translated into a contrast between hypothetical interventions and therefore should be avoided, at least when the goal of the analysis is to help decision makers. For example, the highly publicized discrepancy between the estimates of the effect of postmenopausal hormone therapy on the risk of coronary heart disease in observational studies and a large randomized study was partly due to the use of a comparison of “current users” versus “never users” in the observational studies (Hernán et al., 2008). This comparison is rarely, if ever, used in randomized trials. A contrast of “prevalent users” versus “nonusers,” with prevalent user status changing over the follow-up, does not generally correspond to the contrast of two interventions; furthermore, such a contrast may be particularly sensitive to selection bias.

Another advantage of an explicit definition of causal effects in observational studies is clarity. There is a widespread view that the ITT effect measures the effectiveness of treatment (loosely defined: the effect of treatment that would be observed under realistic conditions) in a given setting, whereas the PP effect measures efficacy (loosely defined: the effect of treatment that would be observed under perfect conditions). However, it is often difficult to argue that a PP effect of a sustained intervention in a realistic setting measures efficacy, or that the ITT effect in the presence of uncertainty about the benefits (or harms) of treatment measures the effectiveness after those benefits (or harms) are proven. The labels “effectiveness” and “efficacy” are ambiguous in settings with sustained interventions over long periods. An explicit definition of the interventions that define the causal effect of interest is more informative for comparative effectiveness research because specific decision makers need information about the effectiveness of well-defined causal interventions.

### 3.5 The Need for a Unified Analysis of Follow-Up Studies

Unifying the analysis of randomized and observational studies requires a common language to describe both types of studies. The concept of the target trial provides that common language. Other than baseline randomization, there are no other necessary differences between analysis of observational data that emulate a target trial and randomized trials. That is, a randomized trial can be viewed as a follow-up study with baseline randomization and the analyses of observational longitudinal data as a follow-up study without baseline randomization.

The similarities between follow-up studies with and without baseline randomization are increasingly apparent as a growing number of randomized trials attempt to estimate the effects of sustained interventions over long periods in real-world settings. These trials are a far cry from the short
TABLE 3.1
Confounding and Selection Biases to Estimate PP Effects in Studies with Treatments That May Vary over Time

<table>
<thead>
<tr>
<th>Biases</th>
<th>Randomized Trials</th>
<th>Observational Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline confounding due to different risk factor distribution across treatment groups</td>
<td>Not expected</td>
<td>Possible</td>
</tr>
<tr>
<td>Postrandomization confounding due to time-varying risk factor distribution</td>
<td>Possible</td>
<td>Possible</td>
</tr>
<tr>
<td>Postrandomization selection bias due to loss to follow-up</td>
<td>Possible</td>
<td>Possible</td>
</tr>
<tr>
<td>Postrandomization selection bias due to competing risks</td>
<td>Possible</td>
<td>Possible</td>
</tr>
</tbody>
</table>

experiments in highly controlled settings that put randomized trials at the top of the hierarchy of study designs in the early days of clinical research. Randomized trials of sustained interventions over long periods, with their potential for substantial deviations from the protocol (e.g., imperfect adherence to the assigned intervention, initiation of concomitant interventions, and loss to follow-up), are subject to many of the biases that we have learned to associate exclusively with observational studies (Hernán et al., 2013). In particular, both randomized trials and observational studies may need adjustment for time-varying prognostic factors that predict dropout (selection bias) and treatment (confounding). Time-varying confounding in observational studies is a bias with the same structure as nonrandom noncompliance in randomized trials. Table 3.1 lists some biases in both randomized trials and observational studies that emulate target trials.

In fact, there are only three things that distinguish randomized data from observational data. In the randomized data, (i) no baseline confounding is expected, (ii) the randomization probabilities are known, and (iii) the randomization assignment (which arm the person was assigned to) is known for each individual. An observational analysis can emulate (i) if one measures and appropriately adjusts for a sufficient set of covariates, and (ii) if the model for treatment assignment is correctly specified. Interestingly, (iii) is not necessary for estimating the PP effect of the trial because efficient estimators (that are functions of the sufficient statistic) do not use this information; you can delete the randomization assignment from the dataset and conduct the analysis based on the received treatment when it happens that there is no confounding/selection given the covariates (Robins, 1986).

In view of the aforementioned similarities, one might expect that randomized trials and observational studies would be analyzed similarly (aside from the need for adjustment for baseline confounders in observational studies). In fact, the typical analysis of the two study types differs radically. The primary analysis of most randomized trials follows the “intention to treat” principle, whereas that of most observational studies follows the “as treated” principle. It is both problematic and perplexing that the analytic approaches differ so
3.6 A Unified Analysis: G-Methods

The previous sections describe a classification of the effects of interest in follow-up studies, including the ITT and PP effects. A natural question is whether the ITT and PP analyses commonly used in randomized trials validly estimate the ITT and PP effects described above. In general, the answer is no.

A typical ITT analysis compares the distribution of outcomes between randomized groups without any form of adjustment for confounding or selection bias. Lack of adjustment for baseline confounding is justified by randomization: the randomized groups are comparable (or exchangeable) because they are expected to have the same risk of developing the outcome if either both groups received the same intervention. In our hormone therapy example, randomization ensures that the two groups of women are comparable because the assignment to each of the two interventions is done independently of each woman’s risk of developing the outcome. No adjustment for postrandomization confounding (e.g., due to noncompliance) is required because, again, there cannot be postrandomization confounding for the effect of baseline assignment.

However, the interventions that define the ITT effect require that subjects remain in the study until their outcome variable can be ascertained. Thus, the ITT effect estimate may be affected by postrandomization selection bias if study participants are differentially lost to follow-up, and prognostic factors influence or are associated with loss of follow-up (this bias is sometimes referred to as “attrition bias”). Therefore, valid estimation of the ITT effect requires that the ITT analysis includes adjustment for postrandomization (time-varying) selection bias due to loss to follow-up (Little et al., 2012; Robins and Rotnitzky, 1992). Because baseline randomization cannot ensure comparability between those who are and are not lost to follow-up after randomization, we refer to a naïve ITT analysis that does not adjust for selection bias as a pseudo-ITT analysis (Toh and Hernán, 2008).

Adjustment for postrandomization, time-varying selection bias due to differential loss to follow-up requires measurement and adjustment of postrandomization, time-varying variables that may be themselves affected by the interventions of interest. For example, in a randomized trial of antiretroviral therapy among HIV patients, the probability of dropping out of the study may be influenced by the presence of toxicity, which is a consequence of the treatment itself. In those cases, an appropriate adjustment will require the use of inverse probability (IP) weighting or other techniques specifically designed to deal with time-varying factors (Little et al., 2012; Robins and Rotnitzky, 2004).
A typical PP analysis—also referred to as an “on treatment” analysis—only includes individuals who adhered to the instructions specified in the study protocol. For simple point interventions, the subset of trial participants included in a PP analysis, referred to as the PP population, includes only participants who were assigned to treatment and took it, and those who were not assigned to treatment and did not take it. A typical PP analysis then compares the distribution of outcomes between randomized groups in the PP population, typically without any form of adjustment for confounding or selection bias. For sustained interventions, in a typical PP analysis, individuals are censored at the first time they deviate from the protocol. That is, the remaining PP population at each time is the set of individuals who are still adhering to the protocol. Thus, a typical PP analysis is an ITT analysis restricted to the subset of the population who follow the protocol (the PP population) with no adjustment for covariates. Therefore, like an ITT analysis, a PP analysis needs to consider postrandomization selection bias due to differential loss to follow-up.

By restricting to the PP population, a PP analysis partly disregards the randomized groups and therefore the benefits of randomization because the subset of individuals who remain on protocol under one intervention may not be comparable with the subset on protocol under another intervention. That is, a PP analysis is akin to an observational analysis. Therefore, like any observational analysis, a PP analysis needs to consider bias due to postrandomization (time-varying) prognostic factors that affect the decision to stay on protocol (Hernan and Hernandez-Diaz, 2012; Robins, 1986). Again, when these postrandomization factors are affected by the interventions of interest, then, techniques specifically designed to deal with complex longitudinal data are required (Hernán et al., 2013; Robins, 1997). These methods, sometimes referred to as g-methods, include IP weighting, g-estimation, and the g-formula. Below, we provide a list of key references that describe these methods, including doubly robust versions that relax some of the modeling assumptions. Other methods, such as instrumental variable estimation (Greenland, 2000; Hernán and Robins, 2006; Robins, 1989, 1993), can sometimes be used to validly estimate PP effects without explicit adjustment for postrandomization factors, but the validity of these methods depends on having a valid instrument and on strong modeling assumptions. Some forms of instrumental variable estimation are a particular case of g-estimation.

Analogously to the adjusted ITT and PP analyses for randomized trials, we can conduct adjusted ITT and PP analyses for observational studies by using the above approach but now applied to the emulated trial. These observational analyses need generally be adjusted for both baseline and time-varying prognostic factors.

In summary, the analysis of randomized trials and observational studies should be similar. If we feel compelled to adjust for time-varying confounding and selection bias in the analysis of observational studies, we should feel equally compelled to adjust for postrandomization confounding and
selection bias in the analysis of randomized trials. The only necessary dif-
ference between follow-up studies with and without baseline randomization is, precisely, baseline randomization. The only implication of this difference for the analysis is that no adjustment for baseline confounding is required in ITT analyses of randomized trials. However, adjustment for postbaseline (time-varying) factors will generally be necessary for both randomized trials and observational studies.

3.7 Time Zero in Follow-Up Studies without Baseline Randomization

A crucial component of the study protocol is the determination of the start of follow-up, also referred to as baseline or time zero. Eligibility criteria need to be met at that point but not later; study outcomes begin to be counted after that point but not earlier.

In randomized trials, the start of follow-up and the treatment assignment are generally simultaneous. Roughly speaking, the follow-up starts when the interventions start. Otherwise, the effect estimates would be hard to interpret and may often be biased. For example, consider a randomized trial to compare the risk of coronary heart disease for postmenopausal therapy versus placebo. Naturally, the start of follow-up is the time when treatment is assigned, which usually occurs shortly before, or at the same time as, treatment is initiated. We do not start the follow-up, say, 2 years before or after randomization. Starting before randomization would not be reasonable because treatment had yet to be assigned at that time and the eligibility criteria had not been defined, much less met; starting follow-up after randomization is potentially biased as cases of heart disease during the first 2 years of the trial would thereby be excluded from the analysis. If hormone therapy had a short-term effect on heart disease, it would be missed.

Even more problematic, starting 2 years after randomization would force us to exclude women who developed heart disease in the previous 2 years. If hormone therapy does indeed have a short-term effect on heart disease, then, by year 2, the hormone therapy group may be partly depleted of women susceptible to heart disease. The lower proportion of susceptible women in the hormone therapy group compared with the placebo group after 2 years destroys the baseline comparability achieved by randomization and opens the door to selection bias due to differential survival.

The same rules regarding time zero apply to observational analyses and randomized trials, and for the same reasons. Generally, the follow-up should start at the time the follow-up would have started in the emulated trial. Otherwise, the effect estimates (1) are hard to interpret, and (2) may be biased because of selection affected by treatment. As discussed above, the apparent failure of observational studies to correctly identify the effect of opposed
estrogen therapy on the risk of coronary heart disease partly resulted from analyses that used current (prevalent) users, that is, analyses in which time zero was months or years after the initiation of hormone therapy.

We have argued that observational studies need to have the same time zero as the emulated trial but, as we next discuss, how to determine the start of follow-up of the emulated trial is not always obvious. There are two main scenarios, depending on how many times the eligibility criteria can be met throughout an individual’s lifetime:

1. *Eligibility criteria can be met at a single time.* This is the simplest setting. Follow-up starts at the only time the eligibility criteria are met. Let us see some examples of such observational studies:

   - A study to compare various lifestyle interventions to reduce the 20-year risk of diabetes between June 1982 and June 2002 in a particular population. The follow-up of eligible individuals starts in June 1982 (Danaei et al., 2013a).
   
   - A study to compare high versus low epoetin doses among patients who have undergone 3 months of hemodialysis. The follow-up of eligible individuals starts after 3 months of hemodialysis (Zhang et al., 2011).
   
   - A study to compare initiating versus not initiating statin therapy for secondary prevention of coronary heart disease in patients discharged from the hospital after having suffered a myocardial infarction. The follow-up of eligible individuals starts at hospital discharge.
   
   - A study to compare immediate initiation of antiretroviral therapy when the CD4 cell count first drops below 500 cells/μL versus delayed initiation in HIV-infected patients. The follow-up of eligible individuals starts the first time their CD4 cell count drops below 500 (Cain et al., 2011).

2. *Eligibility criteria can be met at multiple times.* This is the setting that often leads to confusion. Let us see a paradigmatic example of an observational study in which eligibility criteria can be met multiple times:

   - A study to compare initiation versus no initiation of estrogen plus progestin hormone therapy among postmenopausal women with no history of chronic disease and no use of hormone therapy during the previous 2 years. Consider a woman who meets these eligibility criteria continuously between age 51 and 65 (note this implies that this woman could not have taken hormone therapy during those years). When should her follow-up start? At age 51, 52, 53...? In the emulated trial, a woman would be eligible to be
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recruited at multiple times during her lifetime, that is, she has multiple eligible times.

There are several alternatives to choose the time zero of each individual among her eligible times. One could choose as time zero:

- a. the first eligible time
- b. a randomly chosen eligible time
- c. every eligible time

Strategy (c) requires emulating multiple nested trials, each of them with a different start of follow-up. The number of nested trials depends on the frequency with which data on treatment and covariates are collected:

- If fixed schedule for data collection at prespecified times (e.g., every 2 years, such as the Nurses’ Health Study), then, emulate a new trial starting at each prespecified time.
- If subject-specific schedule for data collection (e.g., electronic medical records), then, choose a fixed time unit (e.g., a day, week, or month), and emulate a new trial starting at each time unit (Danaei et al., 2013b).

From a statistical standpoint, strategy (c) can be more efficient than the previous ones because it uses more of the available data. However, because individuals may be included in multiple emulated trials, appropriate adjustment of the variance of the effect estimate is required.

An issue closely related to the choice of the start of follow-up is the choice of the period during which the interventions may be initiated after the start of follow-up, that is, a grace period. In many randomized trials, the interventions start at the same time, or very shortly after, randomization. The time between assignment to the intervention and initiation of the intervention is essentially zero for all individuals: there is no grace period. Similarly, many observational studies may emulate trials with no grace period. In other cases, however, a grace period is necessary. For example, consider the study to compare immediate initiation of antiretroviral therapy when its CD4 cell count first drops below 500 cells/μL versus delayed initiation. One could assign those who start therapy on the same day as follow-up starts, that is, the first day their CD4 cell count is found to be below 500. However, such study would be unrealistic. In the real world, antiretroviral therapy cannot be started exactly on the same day the CD4 cell count is measured. Depending on the healthcare system, it may take weeks or even several months until the requisite clinical and administrative procedures are completed and patients are adequately informed. Therefore, investigators need to define “immediate initiation” by defining a grace period (say,
3 months) after baseline during which initiation is still considered to be immediate. Otherwise, the study would be estimating the effect of strategies that do not occur frequently in reality and, in fact, could not be successfully implemented in practice. Even in the unlikely event that you might want to know about the effects of such an unrealistic intervention, there would be too few people in the observational study whose data are consistent with the intervention to allow for statistically accurate inferences.

Grace periods need to be dealt with appropriately in the data analysis (Cain et al., 2010). A consequence of using a grace period is that, for the duration of the grace period, an individual’s observed data are consistent with more than one strategy. For example, in the HIV trial described above, the introduction of a 3-month grace period implies that the interventions are redefined as “initiate therapy within 3 months after CD4 cell count first drops below 500 cells/μL” versus “initiate therapy more than 3 months after CD4 cell count first drops below 500 cells/μL.” Therefore, an individual who starts therapy in month 3 after baseline has data consistent with both interventions during months 1 and 2. Had he died during those 2 months, to which arm of the emulated trial would we have assigned him? One possibility is to randomly assign him to one of the two arms. Another possibility is to create two exact copies of this individual—clones—in the data and assign each of the two clones to a different arm. Clones are then censored at the time their data stop being consistent with the arm they were assigned to. For example, if the individual starts therapy in month 3, then, the clone assigned to “start after 3 months” would be censored at that time. The potential bias introduced by this likely informative censoring would need to be corrected by adjusting for time-varying factors via IP weighting. Importantly, if the individual had died in month 2, both the clones would have died and therefore the death would have been assigned to both arms. This double allocation of events prevents the bias that could arise if events occurring during the grace period were systematically assigned to one of the two arms only.

A consequence of using grace periods with cloning and censoring is that the ITT effect cannot be estimated because almost everyone will contribute a clone to each of the interventions. Because each individual is assigned to all interventions at baseline, a contrast based on baseline assignment (i.e., an ITT analysis) will compare groups with essentially identical outcomes. Therefore, analyses with grace period at baseline are geared toward estimating some form of PP effect.

A last note on the analysis of follow-up studies without baseline randomization. The approaches discussed here apply to both closed-cohort studies and to dynamic populations in which individuals may enter and exit the population repeatedly during the follow-up.
When defining the protocol of an emulated trial based on data from dynamic populations, person–time should not be confused with persons (a practice entrenched among epidemiologists who are taught to consider incidence rates as a primary target for inference). Eligibility criteria, interventions, start, and end of follow-up are defined for persons, not for person–time. Once an eligible person exits the dynamic population after baseline, the person is regarded as censored. Similarly, the approach discussed in this chapter can also be applied to case–control studies and other efficient sampling schemes. Investigators will first need to define the follow-up study from which cases and controls were sampled, and then the trial from which the follow-up study emulates.

3.8 Conclusion

Historically, randomized trials have been considered far superior to observational studies for the purpose of making causal inferences and aiding decision making. Unfortunately, randomized experiments are not always available. They may be too expensive, infeasible, or ethically inappropriate. Observational studies are what we do when we cannot conduct a randomized trial. (In the absence of practical and ethical constraints, reasonable people would always conduct a randomized experiment.) However, as much as we may like randomization, many decisions will need to be made with no evidence from randomized trials. It is therefore important to use a sound approach to design and analyze observational studies. Making the target trial explicit is one step in that direction. When the goal is to assist decision making, the analysis of existing data (e.g., observational studies) needs to emulate trials and be evaluated with respect to how well they emulate their target trial.

Randomization is indeed a powerful tool, but its advantages need to be carefully qualified.

In both randomized trials and observational studies, decisions about continued participation in the study and about treatment choices after baseline are not randomly assigned: Individuals may be differentially lost to follow-up, which may introduce selection bias, and individuals may change their treatment, which may introduce time-varying confounding, after baseline.

Follow-up studies with and without baseline randomization will need data on adherence to interventions, and often on confounders, after baseline. This type of information is not typically collected in the so-called large simple trials and pragmatic trials. It is time for randomized trial protocols to get serious about collecting the data needed for prespecified analysis plans that appropriately adjust for these biases.
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ABSTRACT  I review the cluster-randomized trial (CRT), a study design well suited to comparative effectiveness research, in that it often allows treatment under the study protocol to closely mimic the natural implementation
of the study arms in practice. In addition, CRTs are often far cheaper per participant than traditional individually randomized trials (IRTs) and can be used in settings where individual randomization may be impossible, or would muddy, not clarify, the effect of the study arms. However, CRTs offer less power per participant so that an assessment of the trade-off of cost versus power may be necessary if both designs are plausible for the question under study. Alternatively, an increased sample size may be needed for a CRT to equal the power of an IRT for a given effect size. CRTs require more complex methods of data analysis than traditional trials, and power or sample size estimation is more complex and has received less methodological attention than traditional trials. I motivate the design and explain its suitability for effectiveness questions. I then provide several examples of specific CRTs, along with rationales for why a CRT was better than or necessary in preference to an IRT. Next, I provide heuristics for understanding the above assertions and discuss analysis methods and power/sample size methods for CRTs.

4.1 Introduction

The randomized controlled trial, which I will refer to here as the *individually randomized trial* (IRT), is generally recognized as the strongest study design available. Especially when coupled with sufficient blinding to prevent the expectation of research staff from biasing measurement, there is currently no better way to establish the effect of a treatment (which I describe more generally as an intervention) versus an alternate treatment (which I will describe as the control). A full discussion of the virtues of IRTs is beyond the scope of the chapter. Suffice it to say that a large, well-conducted IRT eliminates the most threatening sources of doubt that attend to lesser designs. If such a study is performed, then selection bias, confounding, competing secular trend, and so forth cannot be competing explanations of any observed results. A large community of professional “trialists” has emerged, and the science of implementing trials is highly refined.

However, some interventions cannot practically be assigned to individual patients. For example, consider an intervention to improve doctors’ interpersonal skills. Because it is impossible in realistic settings to randomly assign patients to doctors, we cannot randomize patients. A related problem is “contamination,” which occurs, to continue the example, when individual doctors treat both control and intervention patients: a given doctor’s encounters with intervention patients may materially affect his or her interactions with patients in the control arm. A hypothetical but impracticable trial in which patients were randomly assigned to doctors would therefore allow only one patient per doctor, making costs very high.
The cluster-randomized trial (CRT), also known as a group-randomized trial, is a different design that allows researchers to avoid randomizing individuals and helps prevent contamination. CRTs can be cheaper than IRTs on a per-patient basis, though they have drawbacks that do not affect IRTs. In CRTs, groups or “clusters” of patients are all randomized together so that they are all in the treatment arm or all in the control arm. For example, in the hypothetical trial to improve physicians’ interpersonal skills, we might randomize the patients of 20 doctors so that 10 doctors’ patients were all in the control arm and 10 were in the intervention. In fact, we will randomly assign the doctors themselves to one treatment condition or the other, rather than randomizing the patients. We will also apply the intervention to the 10 randomized doctors. In general, we might randomize medical practices so that all the patients in each practice share an arm, or we might randomize hospitals, or communities, and so forth.

CRTs have become increasingly common in the scientific literature. Figure 4.1 shows the results of a simple Web of Science search for articles with the terms “cluster random*” or “group random*” in the title. The increase in the number of papers on this topic is rapid.

While IRTs are typically the strongest designs, when possible, they are not without flaws. Chapters 3 and 6 discuss the related topics of the relationship between trials and observational studies, and the generalizability of trial results, respectively. One example of a drawback of IRTs is that they are often conducted to establish efficacy, that is, the effect of an intervention for very homogeneous populations and under very controlled conditions. This is likely a function of their great cost and the commercial motives and regulatory environment in which they are often performed. Together, these
features often mean that the subjects in an IRT do not comprise all the typical candidates for the treatment, threatening generalizability of the results. For example, if an IRT includes only healthy 40-year-olds, it is unknown whether the treatment will work among 80-year-olds with three chronic conditions. Strictly speaking, this homogeneity of population is not a requirement of IRTs, but in practice, it is a very common feature of IRT designs. In addition, the treatment environment may be very different for trial participants versus the general treatment population. If the IRT protocol requires a drug be administered every 3 h, it is unclear whether the results will apply to patients who sleep through the night.

In contrast, CRTs, by randomizing all the patients of a physician, clinic, hospital, and so forth, provide a setting in which it is natural to retain a more heterogeneous population, though investigators may choose to exclude some patients. Similarly, by allowing care to be provided in natural settings, they can often use protocols similar to those that might be followed by typical patients outside the study context. The effect of treatments in the general population and under typical use conditions is sometimes referred to as "effectiveness." While there is no scientific reason that IRTs should measure efficacy and CRTs should measure effectiveness, this is often the case.

There is, needless to say, a close relationship between effectiveness trials and comparative effectiveness research (CER). Simply stated, the more heterogeneous the population of a study and the more the study conditions resemble those which the treatment population will experience, the better the study results will be replicated outside the experimental context. That means that if an individual wants to know what to expect from a treatment, they should seek the results from an effectiveness trial. A CRT is likely to be one such trial.

The purpose of this chapter is to summarize the advantages and disadvantages of the CRT design, paying special attention to the settings in which they are useful. I also review the complications and special methods to address questions of data analysis and power and sample size. In Section 4.2, I provide some real-world examples of CRTs; in Section 4.3, I provide a brief heuristic review of some key distinctions between CRTs and IRTs, with an emphasis on the drawbacks and advantages. In Section 4.4, I review some methods for data analysis. In Section 4.5, I discuss the nuances of power and sample size calculation and discuss the practicalities of matching and stratification. In Section 4.6, I conclude the chapter.

### 4.2 Three CRT Case Studies

Here I briefly describe three CRTs. In each case, I review whether an IRT was possible or practical and also discuss effectiveness, efficacy, and CER.
4.2.1 The REDUCE Trial

Antibiotic-resistant microorganisms have attracted attention from both the popular press and the medical literature. One organism for which the problem has increasingly troubling impact is methicillin-resistant *Staphylococcus aureus* (MRSA). MRSA is resistant to many antibiotics and can cause skin infections in the community; in the hospital, it may lead to life-threatening bloodstream infections, pneumonia, and surgical site infections.

In recent years, some hospitals have adopted screening for and isolation of patients with MRSA at the time of admission. Screening means collecting samples and performing laboratory tests to determine if MRSA is present, and isolation typically means that the patient is assigned a private room and that those entering the room must use gowns, masks, and gloves. These steps are intended to decrease the spread of MRSA within hospitals. They are costly for hospitals and time-consuming for staff.

The Randomized Evaluation of Decolonization versus Universal Clearance to Eliminate MRSA (REDUCE) trial compared the effectiveness of three arms: (1) screening and isolation (“control”); (2) “targeted decolonization,” in which patients were screened and those with identified MRSA were treated to remove the MRSA, but were not isolated; and (3) “universal decolonization,” in which no patients were screened but all patients were treated with decolonization, as if MRSA were present. The main outcome of the study was time until infection with MRSA. The REDUCE trial was CER with the potential to improve the delivery of care and improve health at the population level. The main trial results have appeared in the peer-reviewed literature (Huang et al., 2013).

In the REDUCE trial, 45 hospitals were randomized and the assigned arm protocol was implemented across all intensive care units (ICUs) within the hospital. The existing hospital staff was not altered, and the intervention protocols were introduced as new standard practice for the hospital. The use of electronic medical records to determine the outcomes prevented the introduction of specialized data-collection instruments for the study.

Could an IRT have been performed? Suppose we had randomized individual patients. Since MRSA is spread by contact, in that hypothetical IRT it would be hard to interpret results when a control patient was lying in a bed next to a universal decolonization patient. Would an infection in one of these patients reflect a failure of the treatment they received or of the other treatment? Similarly, any noninfection that would otherwise have occurred is a benefit of the intervention that accrues not only to the treated patient but to those around them. So an IRT would have been very difficult to interpret.

In addition, the study treatment arms represent policies that hospital leadership might adopt as policy for all of their patients. The hospitals would not admit patients and then decide which of these routes is correct on a case-by-case basis. Thus, a trial that attempted to find the effect of the treatment
arms on individuals would be of little interest. Only a trial that assesses the effectiveness of the arms as a hospital-wide policy has any salience in practice.

Finally, implementing the trial on individuals would have required additional staff in each hospital’s ICUs. This would have disrupted the usual patterns of care in the ICU. In addition, it would have been extremely expensive. Both of these effects would diminish the effectiveness implications of the trial.

### 4.2.2 The REACH Trial

One cause of the increasing prevalence of antibiotic-resistant organisms is overprescribing by physicians, that is, the prescription of antibiotics when they are not needed. Overprescribing is thought to be partly driven by patients expecting or demanding antibiotics for their children. The Reducing Antibiotics for Children in Massachusetts (REACH) trial compared the effectiveness of a multipronged intervention to get parents to not demand antibiotics and to make pediatricians more cautious in prescribing them, to a control or “usual care” condition that got no intervention components. The REACH trial was CER with the potential to improve the delivery of care and improve health care at the population level.

In the REACH study, we randomized 16 communities to one of the two arms. In the intervention arm, we targeted mass media advertising, placed waiting room posters and pamphlets, and trained pediatricians through mailings, e-mail, and small-group meetings. The main outcome of the study was the probability of receiving a prescription for antibiotics, collected from health insurance claims. The main study results have been reported in the peer-reviewed literature (Finkelstein et al., 2008).

Could an IRT have been performed? Given the mass media, waiting room, and physician interventions, contamination, that is, exposure of the control group to the interventions, would have been very difficult to avoid. For example, in order to prevent families in the control communities from being exposed to the media parts of the intervention, it would have been necessary to isolate parents in the control group from all media carrying the advertisements. To prevent control group exposure to the waiting room posters and the contact with the pediatricians, it would have been necessary to control the choice of physician at the time of illness and possibly randomize only one patient to each physician, greatly increasing the cost. In addition, the intervention might well benefit from social contact between and among patients and physicians so that the effect observed in an IRT might be smaller than the one obtained if the intervention were implemented broadly. The investigators’ interest was in the effectiveness of the whole intervention on the whole community, not on the efficacy of any particular aspect (e.g., advertising) of the intervention on a person in the absence of the other parts of
the intervention. Together, these observations suggest that an IRT would not have been feasible or desirable.

4.2.3 The STAR Trial

The increasing prevalence of obesity in the United States and other countries is so alarming that it has been labeled an “epidemic.” As weight and eating behaviors are entrained from childhood and difficult to modify in adults, it may be that interventions on children provide the highest likelihood for slowing or reversing the epidemic. Can pediatricians help steer overweight and obese children to treatment? If so, this might be a cost-effective way to help prevent adult obesity. The Study of Technology to Accelerate Research (STAR) study randomized 14 pediatric practices to compare the effectiveness of three treatment arms: electronic decision support to pediatricians through an existing electronic medical record system, decision support plus direct-to-parent outreach, or usual care. The main outcome was the child’s weight, measured at the doctor’s office. Publication of the main trial results is pending; design details have been published (Taveras et al., 2013). The STAR trial was CER with the potential to treat a clinical condition and improve health care at the individual level.

Could an IRT have been performed? As with the REACH study, many patients share pediatricians. To prevent contamination, we would have had to restrict the sample to one patient per pediatrician, though this seems less of a threat than in the REDUCE or REACH trials. Attempts to prevent contamination would have led to prohibitive costs for the study. So, individual randomization would at best have been impractical. In addition, the investigators were interested in the effectiveness of the decision support and outreach for real populations of patients, not in the efficacy of the prompts in changing physicians’ behavior.

4.3 Insight into the Costs of CRTs

The CRT design offers both challenges and opportunities. In this section, I provide heuristic insight into the main challenges; details are included in the following sections.

4.3.1 Power

The primary cost is a loss of power, relative to an IRT with the same number of subjects. There are two sources of this loss of power.
4.3.1.1 Clustering

One source of power loss is the generally positive correlation or nonindependence among observations within each cluster. Loosely speaking, this correlation means that knowing the outcome for one subject in a cluster implies some knowledge about the outcome for every other subject in the cluster. For the purposes of power, this implies that each additional observation in the cluster provides less information, and contributes less to power, than an uncorrelated observation would have.

4.3.1.2 Randomization

The second source of power loss is due to the randomization: the degrees of freedom for our main comparison must be based on the number of randomized units, that is, the number of clusters, and not on the number of subjects (Cornfield, 1978). In CRTs, it is quite common to have fewer than 30 clusters randomized. In two of the three case studies described in Section 4.2, there are fewer than 20; the third, REDUCE, with 45 randomized clusters, is a fairly large CRT. The penalty incurred increases dramatically as the number of randomized units decreases below 30. With more than 30 degrees of freedom, the power improvements accruing to additional degrees of freedom are typically negligible. Parenthetically, the association of power with the number of randomized units also occurs in IRT designs, but IRTs often have many more than 30 subjects.

4.3.2 Confounding and Balance

Since relatively few items are randomized, it is possible, and even likely, that some covariates will remain unbalanced after randomization. In an IRT of sufficient size, the possibility of this is so diminished that some trialists advocate not even assessing whether balance has been achieved. The reason to be concerned about balance is that in order for a putative causal effect to be an artifact of confounding, the confounder must both be a cause of the outcome and also have a different distribution in (be unbalanced across) intervention groups. Thus, if we achieve balance, then the result cannot be confounded.

Fortunately, in many cases, the administrative structure of CRTs often provides a way to help address this problem. “Recruiting subjects” in a CRT means recruiting communities, physician practices, hospitals, and so forth. And the study intervention rarely, if ever, needs to be implemented before all clusters are recruited. Thus, it is often possible to collect data on some important confounders before randomization. For example, in the REDUCE study, it was possible to assess the baseline rate of MRSA infections among recruited hospitals before randomization. In the REACH and STAR studies, it was possible to assess the racial/ethnic makeup of the communities
and practices before randomization. This prerandomization information on potential confounders can then be used to stratify the randomization among clusters with similar values for the covariates. The stratified randomization is much more likely to result in balance between the arms than a naive randomization.

4.4 Data Analysis

The key difficulty with data analysis of CRTs is to account for the correlation within cluster. There are effectively two ways to address this problem. The first is to summarize within cluster, for example, by calculating the mean response, and then to perform an analysis of the within-cluster summaries. The other is to include all the data, but to account for clustering by modeling it explicitly, for example, with a mixed-effects model.

As a matter of intuitive appeal, it may seem attractive to summarize by unit, and in fact the lore in the community used to contain the supposed requirement that the “unit of analysis must match the unit of randomization.” In addition, there may be settings in which only cluster summaries are available to the analyst. However, the mixed-model approach elegantly matches the conceptual model of the correlation that complicates the analysis. In addition, the mixed model can transparently accommodate variable cluster sizes and subject-level covariates. While methods exist to do this for the summarizing approach as well, at least for normally distributed outcomes, they become increasingly less general and more awkward. Nonetheless, as the summary methods are unbiased and have equal power compared to mixed-effects models in the settings where they apply, I will discuss them briefly. For a lengthier discussion, the reader is referred to the texts by Hayes and Moulton (2009) and Eldridge and Kerry (2012).

4.4.1 Cluster Summary Methods

Suppose that we observe outcome \( y_{ij} \) on subject \( j \) in cluster \( i \) \((i = 1, \ldots, N_g, j = 1, \ldots, M_i)\) in treatment group \( g \) \((g = 1, \ldots, G)\). For now, we assume \( M_i = M \), for all \( i \). Then the procedure is to:

1. Calculate some statistic for each cluster, such as the mean: \( \bar{y} = \sum y_{ij} / M \).
2. Transform the statistic in Step 1, as necessary, to improve normality.
3. Perform a t-test (if \( G = 2 \)) or an ANOVA (more generally) comparing the \( G \) groups.
The statistic calculated in Step 1 could also be the proportion with a
dichotomous outcome, or the total count per total observed time, and so
forth. In general, the t-test is extremely robust to departures from normal-
ity so that Step 2 may not be required, but it is possible that the data may
have long enough tails that transformation may be desirable. The degrees of
freedom for the test in Step 3 will be $\sum gN_g - G$. Confident limits and func-
tions other than the difference, such as the risk ratio, can be calculated as if
the means within cluster were the only data.

More generally, suppose not all $M_i = M$. Then the above algorithm would
be “wrong,” in the sense that it weights all clusters equally, while in fact there
is unequal precision and variability of the observed statistic as an estimate
of the true value. This is perhaps most obvious for dichotomous outcomes: a
cluster with two observations can have observed proportions of only 0, 0.5, or
1, regardless of the true probability. A cluster with 100 observations is much
more likely to have an observed proportion close to the true probability. One
natural response to this observation is to weight the observed within-cluster
statistics in a weighted t-test.

Due to the possibility of imbalance noted in Section 4.3.2, it may be more
useful to adjust for potential confounders in CRTs than in IRTs. In addition,
adjusting for covariates may result in greater precision even when confound-
ing is not a threat. It is not immediately obvious how one might attempt to
adjust for confounding, in a setting where a cluster summary analysis was
desirable. Hayes and Moulton (2009) suggest extending the above algorithm
as follows:

1. Estimate an unclustered, covariate-adjusted model for the whole
population, ignoring intervention group status, for example, in a
multivariable linear regression.

2. Within each cluster, calculate the average residual from the model in
the previous step.

3. Perform a t-test (if $G = 2$) or an ANOVA (more generally) comparing
the mean residuals between the $G$ groups.

The residual in Step 2 might be the difference in means for a normal
outcome, or a difference in probability for a dichotomous outcome, or a
difference in rate for a count outcome. In the last case, we would divide
the observed difference by the person-time of observation. Additionally, we
might be interested in a ratio difference such as the rate ratio for count out-
comes or the risk ratio for dichotomous outcomes. In those cases, the residual
in Step 2 would be the sum of the observed values in the cluster divided by
the sum of the expected value in the cluster. It is unclear whether this proce-
dure underestimates the cost of estimating the additional parameters for the
models in Step 1.
4.4.2 Methods Retaining Individual Data Elements

4.4.2.1 Mixed-Effects Models

In contrast to the two-step approach summarized in Section 4.4.1, mixed models, also known as random-effects models, incorporate all aspects of modeling into a single step (Laird and Ware, 1982, Breslow and Clayton, 1993). The generalized linear mixed model (GLMM) to describe the data can be written as

\[ g \left( E \left[ y_{ij} \mid b_i \right] \right) = \beta_0 + \sum_{g=2}^{G} \beta_g I(g_{ij} = g) + b_i \]  

(4.1)

where \( g_{ij} = g \) if subject \( j \) in cluster \( i \) is in treatment arm \( g \), and typically it is assumed that \( b_i \sim N(0, \sigma^2_b) \).

For the linear model, this is

\[ y_{ij} \mid b_i = \beta_0 + \sum_{g=2}^{G} \beta_g I(g_{ij} = g) + b_i + e_{ij} \]

where \( e_{ij} \sim N(0, \sigma^2_e) \), with the unconditional \( \text{Var}(y_{ij}) = \sigma^2 + \sigma^2_b \), and \( \text{Cov}(y_{ij}, y_{ij'} \mid j \neq j') = \sigma^2_b \) and \( \text{Cov}(y_{ij}, y_{ij'} \mid i \neq i') = 0 \).

For dichotomous outcomes, \( g(E[y_{ij} \mid b_i]) = \log \text{it}(\text{Pr}[y_{ij} \mid b_i] = 1) \) and \( y_{ij} \) has a binomial distribution while for count outcomes \( g(E[y_{ij} \mid b_i]) = \log(E[y_{ij} \mid b_i]) \) and \( y_{ij} \) has a Poisson or negative binomial distribution. In general, the negative binomial model is to be preferred; the cost of the negative binomial relative to a simpler Poisson model is modest, and the risk of overdispersion relative to the Poisson distribution is great.

For time-to-event outcomes, the analogous model is sometimes known as a shared frailty model (Ripatti and Palmgren, 2000). In essence, it is a proportional hazards regression model with random effects:

\[ \lambda_{ij}(t) = \lambda_0(t)e^{\sum_{g=2}^{G} \beta_g I(g_{ij} = g) + b_i} \]  

(4.2)

The “frailties” are defined as \( \log(b_i) = u_i \), and writing the model in terms of these shows that the random effects modify the baseline hazard for each cluster by a constant multiplier:

\[ \lambda_{ij}(t) = \lambda_0(t)u_ie^{\sum_{g=2}^{G} \beta_g I(g_{ij} = g)} \]

Regardless of the outcome distribution, inference is based on the estimated \( \beta_g \).

While the methods in Section 4.4.1 can generate unbiased results and, under some conditions, equal power with the more complex methods
described here, these more complex methods are more flexible. For example, incorporating potential confounders and other covariates is transparently simple. More importantly, they easily accommodate complicated designs.

One important complex design is the variety of crossover design used in the REDUCE study. The design called for a baseline period in which no intervention was introduced to any cluster, followed by an intervention period in which just one group received the intervention. In the mixed-model setting, it is simple to configure the equation for an appropriate difference-in-differences analysis:

\[
\lambda_{ij}(t) = \lambda_0(t)u_i\exp\left(\sum_{g=2}^{G} \beta_g I(g_{ij}=g) + \beta_3 I(t_{ij}=2) + \sum_{g=2}^{G} \beta_{3+g} [I(g_{ij}=g)I(t_{ij}=2)] \right)
\] (4.3)

where we code the time period in which subject ij was observed 1 for the baseline and 2 for the intervention period, and subjects in “usual care” hospitals have \(g_{ij} = 0\), those in the “targeted decolonization” have \(g_{ij} = 1\), and those in the “universal decolonization” hospitals have \(g_{ij} = 2\).

In the previous equation, \(e^{\beta_1}\) is the relative hazard for the targeted decolonization group in the baseline period, relative to the usual care group, and \(e^{\beta_2}\) is the hazard ratio for the universal decolonization group. The value \(e^{\beta_3}\) is the relative hazard for the usual care group in the intervention period relative to the baseline. Our main interest centers on \(e^{\beta_4}\) and \(e^{\beta_5}\), which describe how the change between periods in the two intervention arms differs from the change in the usual care arm. A joint test to assess the null hypothesis that these two parameters are both 0 is the main test for the trial.

While the symbolic description and motivation for the model and the analysis are elegant, fitting the model is sometimes complicated. For example, it is sometimes necessary to try several maximum-finding techniques before discovering the one that will successfully iterate to a maximum. For some complex models, for example, frailty models with different frailty variance per group or with multiple levels of clustering, it may not be possible to find standard software for the analysis.

For models such as those shown in Equation 4.1, SAS PROC GLIMMIX (SAS Institute, 2014) or the R functions in the nlme (Pinheiro et al., 2014) or lme4 (Bates et al., 2014) packages can be used to fit the models. For frailty models such as those described in Equations 4.2 and 4.3, SAS PROC PHREG or the survival package (Therneau, 2014) in R can be used.

### 4.4.2.2 Generalized Estimating Equations

Another way of allowing clustering in a model without violating model assumptions is to use generalized estimating equations (GEEs) (Liang and Zeger, 1986, Zeger and Liang, 1986).

Briefly, GEEs treat the correlation within cluster as a nuisance parameter, without specifying a model from which this correlation might have arisen.
The parameter estimates are generated under the assumption of no correlation, but the standard errors of the estimates are corrected to account for the clustering. An attractive option is to further protect against an incorrectly specified correlation structure by using the “sandwich” estimator, which modifies the standard error. GEEs have the same modeling advantages that GLMMs have.

While GEEs are less commonly used in CRTs than GLMMs are, some authors suggest that when there are small numbers of clusters, the parametric assumptions associated with mixed-effects models may not be dependable. In such cases, they suggest that GEEs may be a viable alternative. While for normal outcomes, this may be acceptable, it pays to be cautious when using GEEs for dichotomous or count variables, as described in Section 4.4.3.

4.4.3 Interpretation

Interpretation of the two-stage approach is simple: either a difference in the means of the statistics was found or it was not. Interpretation of the model parameters depends on the outcome; a mean difference for normal outcomes, a log odds ratio for dichotomous outcomes, a log risk ratio for count outcomes.

However, there is a subtle but important difference between the GLMM and GEE approaches to modeling, often described as the difference between subject-specific and population average models. In nonlinear models, the two approaches are actually estimating different quantities. For example, the odds ratio estimated in the GLMM is the odds ratio for a subject in an average cluster. (Average here meaning average among the clusters in the analysis.) In other words, $e^{\beta_{\text{GLMM}}}$ estimates the relative odds a subject would experience if their cluster was moved from, for example, the control arm to the intervention arm. This is the subject-specific effect. In contrast, the odds ratio estimated from a GEE is the relative odds attributable to the intervention for an average subject in the population, averaging across the various clusters. This is the population average effect. It may be helpful in understanding this to recall that the GEE estimate is the same estimate as would be obtained from the model ignoring cluster. The GLMM estimate is not.

The difference is demonstrated in Figure 4.2 using a continuous covariate. The solid lines are the predicted probabilities in each cluster, while the dotted line is the population average. The solid lines have different random intercepts but share the same within-cluster effect of the covariate x. The observed relationship in this case, that the subject-specific slopes are steeper, can be proven mathematically to always be the case (McCulloch and Searle, 2001). However, it would be incorrect to claim that either of the estimates is biased. Instead, both are unbiased estimates, but of different underlying population characteristics.

In many cases, the subject-specific effect is a more appropriate estimate for CRTs. Since subjects will always experience the intervention within a cluster,
we are often interested in the effects within clusters. From a clinician’s perspective, for example, we want to know the effect of the drug on this patient, who belongs to a particular cluster, rather than for some generic average patient, averaged across the whole population. In the REDUCE study, our main interest is in what the effect on patients in a hospital will be, if we introduce, for example, the “universal decolonization” practice to the hospital. On the other hand, the population average effect may be interesting from a policy perspective, as is often the case in health services research. For example, in the REACH study, we may be interested in the global effect across the population if we make efforts to reduce antibiotic prescribing everywhere.

4.4.4 Accommodating Matching or Stratification

As discussed in Section 4.5.2, there are often reasons to stratify clusters before randomization. In the extreme, it may be desirable to match clusters into N groups of G clusters and assign one member of each cluster to each of the arms. Many discussions of this question focus on the cost, in degrees of freedom, of matching or stratifying, compared to the benefit in precision of estimates. In these discussions, it is assumed that an additional degree of freedom must be expended for each matched set or strata. The rationale for this lies in the two-stage approach and the analogy to the paired t-test.

Since there are often few clusters, this cost can seem prohibitive, which leads some practitioners away from stratification or matching. For example, if there are 10 clusters and 2 treatment groups, matching using this logic reduces the degrees of freedom from 8 to 4 and increases the t-statistic needed to reject the null from 2.3060041 to 2.7764451! An alternative approach is to break the matches, that is, to ignore the matching when doing the data
analysis as if the matching had never occurred (Proschan, 1996, Diehr et al., 1995). In the example, rather than adjusting for each matched set, or actually taking the difference within pair and performing a paired t-test on the five differences, we would do a two-group t-test on the original 10 values. The citations provided above give simulation-based and analytic demonstrations that this procedure both maintains an appropriate alpha level and can be more powerful than retaining the matches in analysis.

4.5 Planning CRTs

Planning CRTs, from the statistician’s perspective, comprises mainly an assessment of power and sample size and considerations of stratification in the randomization.

4.5.1 Power

At the most basic level, the difference between models for nonclustered data and models for clustered data is extra terms that define the clustering. So, analytic power calculations for these models depend on the usual parameters, plus these parameters. The expression of the degree of clustering most often used in power calculations is the intraclass correlation coefficient (ICC).

4.5.1.1 Intracluster Correlation Coefficient

For normal outcomes, the correlation between two subjects within any cluster is \( \sigma_b^2 / (\sigma_b^2 + \sigma^2) \), using the notation from Section 4.4.2.1. This quantity is defined as the ICC and denoted \( \rho \). In words, the ICC is the proportion of the total variability that is due to variability between clusters. In general, the ICC is not limited, though in particular areas of research typical values may be gleaned by experience. In health services research with large cluster sizes, ICCs larger than 0.1 are rarely observed, for example.

Note, however, that the definition as the ratio of two variance quantities makes sense mostly in the context of linear models in which the variance attributed to individuals within clusters (\( \sigma_b^2 \)) and the variance attributable to the differences between clusters (\( \sigma^2 \)) are independent and can be easily and sensibly separated. This is not true for logistic and Poisson outcomes, for example, since the mean and the variance depend on the same parameter.

It is possible to take the verbal definition and interpret it in the context of other distributions. For example, the total variability for dichotomous outcomes is \( p_T(1 - p_T) \), where \( p_T \) is the average probability of the outcome across the population. And the variability between the clusters
could be expressed as \( \text{Var}(p_i) \), where \( p_i \) is the probability of the outcome within each cluster \( i \). Following this logic, the ICC could be calculated as \( \text{Var}(p_i) / (p_T(1 - p_T)) \).

From the perspective of the typical modeling framework, however, this seems awkward. In that light, we have, with two groups,

\[
\log \text{it}(y_{ij} | b_i) = \beta_0 + \beta_1 I(g_{ij} = 1) + b_i
\]

From this, we can see that the probability for a subject in cluster \( i \), when \( i \) has \( g_{ij} = 0 \), is \( \Pr(y_{ij} | b_i) = p_i = e^{\beta_0 + b_i} / (1 + e^{\beta_0 + b_i}) \). The variance for a subject in cluster \( i \) is \( p_i(1 - p_i) \). But for a subject in cluster \( i' \), the variance is \( p_{i'}(1 - p_{i'}) \). There is simply not “a” variance within clusters to mimic the role of \( \sigma^2 \) in the model for normal outcomes. The importance of this difference is magnified if we consider the treatment arms. Clusters where \( g_{ij} = 1 \) clearly have a different within cluster and overall variance from those with \( g_{ij} = 0 \), if the study intervention has any effect. There is no known closed-form relationship between \( \text{Var}(p_i) \) and \( \sigma^2_b \), though an approximation has been proposed (Turner et al., 2001).

In contrast, in the normal setting, the conditional variance given the cluster, for all subjects, is \( \sigma^2 \).

Further complicating matter is the existence of a second definition of the ICC in dichotomous settings. This definition is based on the formulation that there is a latent, logistic-distributed variate that is dichotomized at some unknown cut-point to generate the observed dichotomous outcome. If this were the case, the total variance conditional on cluster would be \( \Pi^2 / 3 \) for any cluster, and the ICC would be \( \sigma^2_b / (\sigma^2_b + (\Pi^2 / 3)) \). This at least depends on the model parameters. However, the two definitions do not approximate one another. And while authors sometimes report the ICC, it is often unclear which definition is reported (Eldridge et al., 2009).

Similar difficulties occur for count and survival outcomes, though these have not been so well explored. For these reasons, the focus on ICC as the central metric for assessing the impact of clustering in every setting seems misplaced.

### 4.5.1.2 The Design Effect and Effective Sample Size

The design effect \( D_{\text{eff}} \), first discussed by Kish (1965), is defined as \( 1 + (M - 1)\rho \). In words, the \( D_{\text{eff}} \) is an approximate factor by which the variance has been artificially deflated, when the clustering has been ignored. Thus, it can be used to generate the “effective sample size,” \( \sum_{g,i} M_i / D_{\text{eff}} \). Using the effective sample size, power calculation can be performed using methods for uncorrelated data. The approximation can be surprisingly good in some cases, as shown in Figure 4.3. However, there are no strong arguments for using it in anything but preliminary stages. Also, note that the definition of design effect depends on equal cluster sizes.
4.5.1.3 Analytic Calculations

For some settings, such as normal outcomes with equal cluster sizes, analytic solutions to the power and sample size relationships exist. For example, for two groups with normal outcomes, there is a closed-form solution:

\[ W = P\left( t_{df, \lambda} < t_{df}^{-1}\left( \frac{\alpha}{2}\right) \right) + P\left( t_{df, \lambda} > t_{df}^{-1}\left( \frac{1 - \alpha}{2}\right) \right) \]

where \( df = 2(N - 1) \), \( \lambda = d / \sqrt{2(1 + (N - 1)\rho) / MN} \), \( d = (\mu_1 - \mu_2) / \sigma \), \( \mu_g \) is the mean in group \( g \), and \( N \) is the number of clusters in each group (Donner and Klar, 1996). Also, \( t_{k, \lambda} \) is a variate from the noncentral \( t \), distribution with \( k \) degrees of freedom and noncentrality parameter \( \lambda \), and \( t_{k}^{-1}(a) \) is the \( a \)th quantile from the central \( t \) distribution with \( k \) degrees of freedom. The central role of \( \rho \) in this expression is why so much effort and discussion is devoted to the ICC.

It may be interesting to compare the resulting analytic power to the approximation based on the effective sample size discussed in Section 4.5.1.2. An example of the relationship is shown in Figure 4.3. In general, as the number of clusters increases, the approximation quickly improves. It worsens, slightly, as \( M \) increases and \( \rho \) decreases.

The accuracy of the effective sample size approximation and the role of the ICC provide a way to quickly grasp the difficulty of the power calculation for CRTs. With as few as 1000 subjects per cluster, increasing the ICC from 0.001 to 0.002 results in a 33% loss of effective sample size. In contrast, the confidence limits for estimated ICC are likely to be much broader than 0.001. Cluster sizes of 1,000 or greater are common in trials involving health delivery systems or communities, such as the REDUCE and REACH trials described in Section 4.2.
Approximate closed-form analytic results are available for dichotomous outcomes. These are effectively normal-approximation results of the design effect approach outlined in Section 4.5.1.2. Thus, they are less likely to be useful, despite their presence in common power assessment packages. Further approximation allows an analytic result for count data, assuming a Poisson distribution for the outcome (Hayes and Bennett, 1999, Donner and Klar, 2000).

Note, however, that each of these analytic approaches depends on $D_{eff}$, which is undefined when cluster size varies. In addition, as noted above, the ICC, an integral part of $D_{eff}$, does not have an agreed definition except for normal outcomes. Finally, there may not be analytic results, approximate or exact, for time-to-event outcomes.

One way to avoid these problems is to use a within-cluster summary approach to power calculation. Analogous to Section 4.4.1, assume a t-test or ANOVA with $N_g$ observations (of the summary statistic) in each group. This approach is more dependent on the requirement of equal sample sizes and requires estimates of the variability of the summary statistics. Such estimates may be difficult to obtain from a literature focused on estimates of the ICC.

Another approach is to attempt to accommodate the variability of $M_i$ in analytic calculations. Several approaches to this have been made for various settings (Manatunga et al., 2001, Kong et al., 2003, Eldridge et al., 2006, Teerenstra et al., 2012, Hemming and Marsh, 2013). However, the full distribution of $M_i$ would appear to have some bearing on the power and may not be fully accounted for in methods that rely on just the mean and variance.

**4.5.1.4 Power Estimation by Simulation**

When the outcome is not normal, or when the clusters differ widely in size, a useful alternative is to estimate power by simulation. Since it is quite common for one of these situations to obtain, it may be worthwhile to use a simulation method by default.

Briefly, the routine is to simulate data under the alternative, evaluate whether the null hypothesis was rejected, and repeat. The proportion of observed rejections is an estimate of the power. This is an immensely flexible technique. While it does require some coding ability, it is not especially difficult. And this approach has the extremely desirable feature that the power assessment can mirror the proposed analytic technique as precisely as desired. The R package `clusterPower` (Reich et al., 2012) implements this approach for normal, dichotomous, and Poisson data.

A basic algorithm for a simulation assessment of power for a normal outcome, for two groups, is as follows:

1. Sample cluster sizes $M_i$.
2. Sample random effects $b_i$. 


3. For each cluster i:
   a. Sample residual error $e_{ij}$ from a normal distribution.
   b. Calculate $y_{ij} = \beta_0 + \beta_1 I(g_{ij} = 1) + \cdots + b_i + e_{ij}$.

4. Perform planned data analysis; record whether the null hypothesis was rejected.

5. Repeat previous steps K times.

The power is estimated by $\sum r_k / K$, where $r_k = 1$ if the null was rejected in iteration k. We can then calculate confidence interval (CI) for $\sum r_k / K$ based on properties of the binomial distribution. The key element here in specifying the alternative is the choice of $\beta_1$ in Step 3b. Note also that differing cluster sizes can be accommodated through Step 1. The process can easily be adapted to dichotomous data by omitting the $e_{ij}$ and by calculating $y_{ij} = 1$ if a uniform random variate is less than the expit of $\beta_0 + \beta_1 I(g_{ij} = 1) + \cdots + b_i$. In this case, the intercept $\beta_0$ can be specified as the logit of the proportion with the outcome in the control or usual care group. Similarly, for a count outcome, omit $e_{ij}$ and draw $y_{ij}$ as a Poisson or negative binomial random variate.

As with the other approaches to power, it is necessary to estimate the association within cluster, here through the distribution of the $b_i$ in Step 2. Typically, this will be modeled by a normal distribution with mean 0. In that case, it would make sense to simulate it that way as well so that we need to estimate the variance $\sigma_b^2$. This is less commonly reported than the ICC, unfortunately. So, finding a plausible value in the literature may be difficult.

4.5.1.5 Power via Resampling

If it is possible to obtain extensive data prior to the power assessment, it may be possible to use resampling methods to estimate power. This resembles the simulation approach described in the previous section, but instead of simulating values from various distributions, we draw them, either explicitly or implicitly, from our best guess at their actual distributions, namely, from observed data. This is most likely to be useful in projects that rely on electronic medical records or billing data.

With such data in hand, a resampling algorithm for power would be as follows:

1. Within each cluster $i$, resample $M_i$ observations.
2. Randomize the clusters to intervention groups.
3. Alter the $y_{ij}$ values in some groups to reflect the alternative.
4. Perform the planned data analysis on the resampled data.
5. Record whether the null was rejected or not.
6. Repeat.
Power can then be estimated as in Section 4.5.1.4 (Kleinman and Huang, 2014).

When the data are available, this approach has many advantages. Briefly, it easily maintains the actual distribution of cluster sizes, avoids the need to estimate either ICC or $\sigma_b^2$, and incorporates variability likely to be observed in $\sigma_0^2$ or $\rho$. It can easily include covariates and do so with faithfulness to the true relationships within the data. Potential confounders can be used to match the clusters according to the planned method for the trial (see Section 4.5.2).

Perhaps most importantly, it can accommodate any planned analysis, meaning that accurate power assessment is possible using this method when analytic results are not available and when it may be difficult to simulate data for the approach described in Section 4.5.1.4.

For example, in a follow-up project to the REDUCE trial described in Section 4.2.1, we plan to assess a similar intervention applied more broadly across the hospital. Fortunately, the data collected for the REDUCE trial include very similar data. The planned analysis will use the frailty model described in Equation 4.3. There exists no analytic approach to a power calculation for this model, as far as we know. In addition, the sizes of the hospitals vary widely; any analytic solution depending on a constant sample size would be inappropriate. We could conceivably simulate to estimate power. However, the distribution of time to infection and the distribution of censoring time do not conform to any common distributions. Rather than attempt to mimic them mathematically, the resampling approach described above seems likely to improve accuracy and save time.

The algorithm in this case is more complicated, since there is a baseline period followed by an intervention period, and the planned analysis is a difference in differences. The study leaders anticipated preventing 20% of the infections they would have otherwise expected. The algorithm is as follows:

1. Within each cluster $i$, resample $M_i$ observations to serve as the baseline period data.
2. Randomize the clusters to intervention groups.
3. Within each cluster $i$, resample a new set of $M_i$ observations to serve as the intervention period data.
4. Randomize some clusters to be in the “intervention” arm.
5. Alter the $y_{ij}$ values of subjects in the intervention clusters: select 20% of them at random to change their events to be censored instead; these represent infections prevented by the intervention.
6. Fit the frailty model to the resampled data as in Equation 4.3.
7. Repeat.
4.5.2 Stratification or Matching

Another important aspect of planning CRTs is the question of whether and how to stratify or, in the extreme, to match. I will refer to “matching,” intending to include stratification as well. Many discussions of matching refer to the power cost of matching, following, for example, Martin et al. (1993). However, there are nonpower gains to be made, and the power cost of matching is nil if the strategy of breaking the pairs (see Section 4.4.4) is followed.

A useful perspective on matching is to recall that while there may be many experimental units in a CRT, there are fewer randomization units. In general, it is as unrealistic to assume covariate balance will be achieved by a simple randomization in a CRT of 20 clusters as in an IRT of 20 individuals. Thus, it will likely be important to use matching to help prevent possible confounding. It is certainly true that readers of CRTs will seek information about whether balance was achieved on known confounders and will be concerned about lack of balance.

The typical design and process of CRTs means that it may be possible to use refined matching techniques not possible in IRTs that randomize patients as they enroll. In IRTs, it may be impossible to stratify randomization by more than one or two factors within site. In contrast, in CRTs, there is often extensive information about each cluster available before the trial begins. Thus, it is possible to use matching to seek balance on many possible confounders simultaneously.

But how should this be done? For example, in the REDUCE trial, it was desirable to ensure balance on the baseline prevalence of MRSA, and also on the capacity or patient volume of the hospital. Both were deemed important, but not equally so: baseline prevalence could well be a confounder if imbalanced, while baseline hospital probably less so. A natural thought for a statistician would be to make pairs that minimized the average Euclidean distance or Mahalanobis distance between pairs. But the need for matching is informal enough that there is no particular need to treat an absolute unit or a standardized unit difference as the “correct” distance to minimize. For example, if prevalence is very important, one could weigh differences on this factor more than differences in volume.

In fact, an infinite variety of weights exist, and matching schemes need not be based so directly on distance. What is needed is a way to compare matching schemes before randomization. To do this, I suggest the following procedure. First, construct matches via several plausible methods. Then, perform a faux “randomization” using those pairs; that is, randomy assign each cluster to a treatment arm, knowing that this is not the actual study assignment. Next, assess the balance as it will be assessed in the trial reports: for example, calculate the mean of each factor in each group and take the difference between the arms. Repeat this “randomization” many times. The result is a set of balance assessments for each factor that can be plotted, showing the range and distribution of differences that are likely to be achieved.
In the REDUCE trial, we tried several schemes: (a) match only on baseline prevalence; (b) match only on volume; make strata of (c) 6, (d) 9, or (e) 12 hospitals with similar prevalence, then match within strata by volume; and (f) match on the product of prevalence and volume. The result was six scatterplots, from which the investigators were able to select the one they felt best balanced the risk of imbalance and potential for confounding.

In the follow-up trial, we wanted to balance eight different factors. For that trial, I tried matching on the six-dimensional Euclidean distance, but also assessed different weighting schemes. I compared the results using a parallel coordinates plot.

Results are shown in Figures 4.4 through 4.6. Each axis plots the absolute value of the mean difference between two arms, on a scale of 0–1 standard deviation. Without dwelling on the features we wanted to balance, it is clear that matching only on all-pathogen bacteremia (the second axis), as shown in Figure 4.6, achieves better balance on this factor than either of the other matching strategies. However, the balance achieved does not appear to be markedly better for this strategy than it was when matching on Euclidean distance (Figure 4.5). And matching on Euclidean distance was much superior for all of the other factors. In this case, matching on Euclidean distance was acceptable to the investigators. In other settings, the investigators might use the same information to choose the strategy shown in Figure 4.6.

Another option for ensuring balance is “restricted randomization”: limiting acceptable randomizations to those that meet some balance criteria. When using this approach, care must be taken to ensure that each cluster, and each pair of clusters, has approximately equal arm assignment probabilities (Moulton, 2004). Typically, with greater restrictions on acceptable randomizations, there are increasingly unequal arm assignment probabilities. In addition, it is unclear what an acceptable amount of inequality across

FIGURE 4.4
No matching: simple randomization.
FIGURE 4.5
Match to minimize Euclidean distance.

FIGURE 4.6
Match to minimize difference in prevalence of all-pathogen bacteremia, the second axis.

the arms may be. Unless inequality is very slight, it seems safer to use some sort of matching scheme.

4.6 Discussion
CRTs can be inexpensive compared to IRTs of similar sizes, especially if the opportunity to relax protocols and data collection are seized upon. These can result in natural comparative effectiveness trials that measure how a treatment or other intervention is likely to affect a typical patient in a typical
setting. In the limit, CRTs can be pragmatic trials, in which the machinery of the trial interferes minimally with the implementation of care under the intervention. The REDUCE trial is a good example of a pragmatic CER trial.

In this chapter, I presented case studies of CRTs and reviewed some aspects of analysis and planning of CRTs. I have not attempted to survey the entire literature. In addition to the mentioned texts by Eldridge and Kerry (2012), Hayes and Moulton (2009), and Donner and Klar (2000), the reader is referred to the excellent foundational work by Murray (1998), to which I owe my own introduction and interest in this area.
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ABSTRACT Bayesian analysis facilitates the incorporation of information from many sources and is particularly well suited for the ongoing learning character of comparative effectiveness research. This chapter discusses the use of Bayesian analysis in comparative effectiveness research and focuses on the design and analysis of studies using adaptive designs.

5.1 Bayesian Analysis and Comparative Effectiveness Research

Blaise Pascal, one of the first probabilists, once apologetically wrote to a friend, “I would have written a shorter letter, but I did not have the time.” Clinical trials are much like letters—they are frequently inefficient because we often fail to put enough time and thought into their planning. Also like a poorly written letter, a poorly planned clinical trial may fail to convey the right message.
The Agency for Healthcare Research and Quality (AHRQ) cites two key methods by which evidence is found for comparative effectiveness research (CER). The first is “researchers look at all of the available evidence about the benefits and harms of each choice for different groups of people from existing clinical trials, clinical studies, and other research.” The second is “researchers conduct studies that generate new evidence of effectiveness or comparative effectiveness of a test, treatment, procedure, or health-care service” [1]. This chapter focuses on the latter—when new research is designed to provide comparative effectiveness evidence and why the Bayesian approach is ideally suited to this context.

We describe first how the tenets of Bayesian analysis can be used to synthesize information in an intuitive comparative effectiveness manner. We then illustrate two Bayesian adaptive trial design features suitable for CER trials. Because many CER trials have more than two arms, we describe adaptive randomization, which may offer greater statistical power and, on average, lead to a greater proportion of patients receiving safer and/or more efficacious therapies. We also describe adaptive sample size or early stopping, which may offer efficiency by using only the patient resources and time necessary to answer the primary clinical question. Finally, we describe platform trials as a CER trial methodology for rapidly screening drugs for the same indication in a preapproval setting. While we describe methods for comparative effectiveness trials that, like a good letter, may require greater forethought and planning than most clinical trials, they offer the promise of shorter, more efficient trials that treat patients both in the trial and on the horizon better. This chapter assumes a working knowledge of Bayesian analysis. For a thorough review of Bayesian analysis, see Berry and Stangl [2], Krushke [3], Gelman et al. [4], or Carlin and Louis [5]. Lilford and Braunholtz provide a succinct discussion of why Bayesian analysis is well suited for public policy [6].

5.2 Bayesian Analysis

The synthesis of all available information is a hallmark of Bayesian analysis. Bayesian analyses can formally incorporate existing high-quality evidence (the prior distribution) while also allowing for the prospective trial to adapt to accumulating information (the posterior distribution).

Bayesian posterior probabilities reflect prior and current evidence and today’s posterior distribution is tomorrow’s prior distribution. The posterior can be sequentially updated as new evidence becomes available, and is independent of a particular experimental design. The frequentist or classical approach is less adept at synthesizing various data sources and explicitly dependent upon experimental design [7].
Bayesian inference is also ideally suited for CER because it allows competing treatment strategies or healthcare services to be ranked probabilistically rather than classical methods, which rely heavily on hypothesis testing. A frequentist analysis might consider the confidence interval around the treatment effect estimates. Inference would be based on whether the interval contains the null. On the other hand, a Bayesian analysis might calculate the probability each of many competing treatment strategies offers the highest proportion of responders, or the probability each treatment has the lowest adverse event rate. Furthermore, utility functions could be constructed to weigh various efficacy, safety, and quality of life metrics, so rankings can consider various outcomes simultaneously.

Imagine the simplest case where 300 patients are evenly randomized to three competing treatments: a device, a drug, and instructions for a behavioral change. After randomization and treatment, we observe 57/100 responders in the device group, 50/100 responders in the drug group, and 43/100 responders in the behavioral change group. A standard 2 d.f. chi-square test yields $p$-value = 0.14 and a decision that we cannot reject the hypothesis that all three treatments truly have the same response rate. That, however, is an unsatisfying conclusion for a physician needing to choose between one of these three treatments for a patient. She may reasonably conclude, other factors such as safety signals and cost being equal, to choose the treatment with the highest observed rate. But how good a decision is that? Or how should the doctor answer if a patient asks, “How sure are you this is the best option, doc?”

With the same data, a Bayesian analysis with uniform (flat/noninformative) priors on the response rates produces the inference that the device has a 83% chance of offering the highest response rate, the drug has a 16% chance of having the highest response rate, and the behavior change has a 1% chance of having the highest response rate. Instead of a flat prior, historical data could also be used to additionally inform this inference.

5.3 Bayesian Adaptive Designs

When comparative effectiveness analyses lead to ambiguous comparisons, we might desire more evidence in hopes of reaching a definitive conclusion. The highest-quality new information is typically acquired via prospective, randomized-controlled clinical trials.

A challenge of comparative effectiveness trials is that the difference between two efficacious therapies is typically smaller than the difference between either therapy and a placebo. Furthermore, many argue that CER trials are best conducted in a pragmatic fashion [8,9], which more appropriately reflects actual clinical practice but also increases within-trial variability.
Searching for a smaller effect size amidst greater trial variability requires much larger sample sizes and longer trials.

Another challenge is that comparative effectiveness trials most often focus on commercially available treatments, and therefore study participation is not usually necessary to receive a particular treatment (as opposed to preapproval trials where a study drug may not be available outside the trial). In such cases, a patient need not submit to a trial in order to receive the therapy she and her doctor identify as best for her. Furthermore, in lengthy trials, new evidence from other trials or case series may become available during the course of the study. If randomization is fixed throughout the course of the trial, this new information may upset study equipoise, accrual rates may slow down, and the trial may be difficult to complete. We describe adaptive randomization and adaptive sample size (early stopping) as methods to combat these challenges.

5.4 Adaptive Randomization

Too often, clinical practice and clinical research are at odds. This is particularly true in comparative effectiveness research when several approved and available therapies are compared. In a traditional protocol with fixed randomization, patients will continue to be randomized to treatments as evidence accumulates both within the trial and potentially from other studies (randomized-controlled trials or case series published during the course of the CER trial). And while we perform randomized clinical trials to eventually treat patients better, convention holds that patients within the trial rarely reap this benefit. In a trial with adaptive randomization, as the study progresses, patients and their clinicians will know they have a higher likelihood of being randomized to a treatment identified as being most beneficial. Furthermore, in a multiarm trial, focusing randomization to the best few treatment strategies increases statistical power. Imagine 100 additional patients are to be randomized in the simple three-arm trial described above. The behavioral therapy is performing poorly, but according to a standard 2 d.f. statistical test it is not demonstrably worse, and therefore a data monitoring board may not terminate accrual to that arm. However, continuing with equal randomization, one-third, or 33 patients, may be randomized to an inferior arm (providing them with little benefit). If the additional patients are randomized only to the drug and device arms, it would increase the study’s power to discern between the two best treatment options.

To implement adaptive randomization, the trialists must consider (1) the aggressiveness of adaptive randomization and (2) when to conduct the first and each subsequent update to the adaptive randomization probabilities.
One general option for adaptive randomization is probability-weighted adaptive randomization, letting the randomization probabilities, $R_D$, in the next stage take the form

$$R_D \sim \frac{\theta_D^k}{\sum_{D=1}^{3} \theta_D^k}$$

where $k = 0$ would lead to fixed randomization, $R_D = 1/3$ throughout the trial, $k = 1$ would have the randomization probabilities match the probability each drug offers the highest response rate, $R_D = \theta_D$, and $k = \infty$ would randomize all patients in the next wave to the drug most likely to be the best—even if only marginally so at an interim analysis. Therefore, the coefficient $k$ reflects the aggressiveness of the randomization, with higher values of $k$ representing more aggressive adaptive randomization. Another choice is to let $k = n/N$, where $n$ is the current sample size at an interim analysis and $N$ is the maximum trial size. This results in a more conservative adaptive randomization early (closer to equal randomization) and allows it to become more aggressive as the trial progresses.

Another possible randomization function is information-based adaptive randomization where the randomization probability is also a function of each treatment’s standard error and sample size:

$$R_D \sim \sqrt{\frac{\theta_D Var(p_D)}{n_D + 1}}$$

where $\theta_D$ remains the probability each arm, $D$, is the best, $Var(p_D)$ is the variance of each treatment effect, and $n_D$ is the current sample size on each treatment arm. The $R_D$'s are reweighted so that the probabilities sum to 1.

The consequence of including the effect size, variance, and sample size is that if a dose has a lower randomization probability at an early stage (leading to fewer patients being randomized to that treatment, a smaller sample size at subsequent analyses, and hence a higher variance) but appears more similar at a later interim, this randomization function assigns more patients to that treatment so it will catch up in total sample size.

At prespecified times—either based on number of patients enrolled, number of patients with outcomes, or calendar time—the unblinded trial team can perform interim analyses to update adaptive randomization probabilities. There is no single optimal choice for timing, though current technology allows for the selection of update frequency to be very rapid, including updating randomization for every single patient such as the ASTIN stroke trial [10].

In many trials, the question of when to conduct the adaptive randomization updates is a function of accrual rate and the time at which the primary outcome is observed. For example, if a trial enrolls 100 patients per month and the trial is a 90-day outcome, then 300 patients will be enrolled before
any patient’s primary outcomes are known. Therefore, adaptive randomization works best in settings where there is primary endpoint information to adapt to, those with slower accrual and/or short-term primary or surrogate outcomes.

A published CER trial example is the established status epilepticus treatment trial (ESETT) \[11,12\] comparing three frequently used therapies for patients not responding to first-line seizure medications. The primary outcome is a dichotomous responder endpoint: cessation of seizures within 20 min of the start of study drug infusion without recurrent seizures or a serious adverse event within 1 h. Therefore, the primary outcome, the response rate in each group, can be modeled as a probability, \( p_D \), for \( D \in \{1, 2, 3\} \).

While each of the three drugs included are commonly used for status epilepticus, there is little published evidence that includes this composite outcome. Therefore, the trial will use uninformative uniform priors for each study drug

\[ p_D \sim \text{Beta}(1, 1) \]

Once \( x_D \) responses are observed in \( N_D \) patients randomized to drug \( D \), the posterior probability for each response rate is

\[ p_D|x_D, N_D \sim \text{Beta}(1 + x_D, 1 + N_D - x_D) \]

The probability that drug 1 then offers the highest response rate is

\[ \theta_1 = Pr(p_1 = \max(p_1, p_2, p_3)) \]

\[ = \int \int \int f(p_1|x_1, N_1) f(p_2|x_2, N_2) f(p_3|x_3, N_3) dp_3 dp_2 dp_1 \]

where \( f(p_D|x_D, N_D) \) is the pdf of the beta distribution.

In ESETT, the primary response is known within hours. Therefore, when considering the time for the first interim analysis, for example, simulating alternatives and exploring operating characteristics can be used to compare various trade-offs. Performing the first interim sooner will result, on average, in more patients being randomized to the best treatment, but it will also result in a higher probability (albeit rare) that the truly best arm is considered poor and receives fewer subsequent patients. There is no optimal choice of \( k \), or analytical solution for \( k \). Rather, one must simulate trials using various choices of \( k \) and their corresponding operating characteristics and individual trials. The earlier the first interim analysis, the less data available and the greater the natural variability. Therefore, there is a chance the best treatment will look worse, its randomization probability—especially with a high choice of \( k \)—will be closer to zero, and it never has a “second chance to make first impression.” It can be combatted with a more conservative choice of \( k \) and/or
a later first interim analysis. Later first looks may slightly decrease study power and decrease the proportion of patients randomized to the best treatment(s). In ESETT, the first update to adaptive randomization occurs when 300 out of the maximum 800 patients are enrolled and updates to adaptive randomization occur after every additional 100 patients are enrolled.

5.5 Adaptive Sample Size

A second adaptive trial design feature particularly well suited to CER trials is adaptive sample size or early stopping—terminating the trial as soon as we realize it is futile to continue, or as soon as the results are scientifically credible to report. Because many CER trials require large sample sizes and are lengthy to conduct, medical advances continue to be developed, studied, and published during the blinded phase of the CER trial. A large CER trial can be irrelevant by the time their results are announced [13]. Therefore, the faster the results are reported, the greater impact they can have on clinical practice.

Group sequential trials are well established and commonly used but tend to be conservative in their stopping rules in order to conserve power at the trial’s end. Also, many group sequential stopping rules are based upon events or patients reaching final outcomes. Therefore, when an interim analysis is conducted, many patients may be enrolled but not contribute to the analysis. If the trial ends, the trial incurred the cost of enrolling patients without allowing the patients to contribute to the primary analysis.

Bayesian adaptive trials may incorporate group sequential-like boundaries [14] but more tend to base their stopping on predictive probabilities [15,16]. Here, instead of calculating a test statistic at an interim analysis, we can calculate two predictive probabilities: $P_n =$ the probability of obtaining a statistically significant result with the currently enrolled patients if enrollment were to stop and all patients followed to their final outcomes and $P_{\text{max}} =$ the probability of obtaining a statistically significant result if the trial enrolls to the maximum sample size.

Then, at an interim analysis if $P_n$ is greater than some predetermined threshold, for example, 90%, accrual can stop for predicted success. Patients are followed to their primary outcomes (e.g., 90-day mortality) and the final analysis is performed. This is similar to powering a trial at 90% but rather than basing the power calculation on pilot data or expert opinion, the accrual stops once 90% the probability of trial success is validated from internal trial data.

This provides the advantage that all enrolled patients provide evidence toward the primary analysis and allows for lower sample sizes. The analysis plan asks, “Are enough patients currently enrolled to provide credible
evidence?” In contrast, the typical group sequential trials that ask, “Are there enough patients through their final outcomes to provide credible evidence?” Furthermore, less type I error is spent at interim analyses, and hence less type I error adjustment is necessary. In a group sequential trial, a random high may result in a type I error; to limit these errors, the bar is set quite high to stop a trial early. When using predictive probabilities, if an erroneous random high leads to stopping for predicted success, then, many times, the final analysis fails to achieve its goal due to regression to the mean with the outstanding patients. These do not result in type I errors. Whereas if a treatment effect is truly present, then the data will continue to be positive and the trial will be successful. Therefore, a smaller multiplicity adjustment is necessary than in group sequential trials. The shorter the follow-up and fewer the outstanding patients, the more similar the two methods become. But for longer follow-up times and faster accrual, less adjustment for multiplicity is necessary. This may in turn allow for more frequent interim analyses for early stopping.

Similarly, if $P_{\text{max}}$ is smaller than some predetermined value at an interim analysis, for example, less than 10%, the trial would stop for futility. It should be established a priori whether hitting such a futility bound is automatically a cause for futility stopping, or whether a data monitoring board has discretion whether to allow the trial to continue.

We call this combination of stopping rules the Goldilocks adaptive sample size algorithm because the aim is to get the sample size just right [15]. The predictive probabilities are most easily calculated via simulation by the following [16]:

1. Calculate current posteriors.
2. Calculate the predictive distribution for outstanding patients (enrolled but not at final outcomes for $P_n$ and additionally patients on the horizon for $P_{\text{max}}$).
3. Based upon “complete” imputed data set, calculate the final test statistic and compare it to the established critical value.

Repeating steps 1–3 many (e.g., 10,000) times will estimate these predictive probabilities of trial success.

One key advantage of predictive probabilities is that they are more easily interpretable compared to $p$-values at interim analyses. For example, consider a simple one-sample trial with a dichotomous outcome. If the historical response rate is 50%, the trial may need to show that the response rate of the new treatment is greater than 50%. In a fixed, 100-patient Bayesian trial with a uniform, Beta(1,1) prior on the response rate, we might declare success if the posterior probability $Pr(p > 50\%) > 0.95$. This threshold would be the frequentist test at the $\alpha = 0.05$ level, observing 59/100 successes is needed to yield $p$-value < 0.05).
Now consider 3 interim analysis for futility stopping. At the first interim analysis, we see 12 responders in 20 patients. This produces a $p$-value of 0.25. At the second interim analysis, we see 28 responders in 50 patients. This produces a $p$-value of 0.24. At the third interim analysis, we see 41 responders in 75 patients. This produces a $p$-value 0.24.

At the first interim, the observed success rate is 60%, on pace for the necessary 59% for a successful trial. At the second analysis, the observed response rate is 56%, and we would have to see an improved 62% response rate in the final 50 patients to be a successful trial. The observed response rate is 55% at the third interim, and we would need to observe 18 responses in the 25 remaining patients (72%) to have a successful trial. These are, intuitively, getting increasingly less probable, though the $p$-values at each interim analysis are equal.

Similarly, imagine a fourth interim analysis with 50 responders in 92 patients, a 54.3% response rate. Even if all eight outstanding patients are responders at best, we observe 58 responders in 100 patients, failing to meet the 59/100 to achieve the primary aim. Yet the $p$-value for 50/92 is also 0.23, on par with our previous analyses. Basically, $p$-values, unlike predictive probabilities, fail to account for how much information is outstanding.

Predictive probabilities consider the amount of data that remain to be observed. Furthermore, they account for both the variability in the current parameter estimates and the natural variability in the remaining patients. While $p$-values are similar at each interim analysis, the predictive probabilities of trial success become increasingly smaller, representing that the trial is less and less likely to achieve its primary aim (Table 5.1).

We can extend this to multiple arms and stopping for both success and futility. In ESETT, because outcomes are rapidly known, trial success is known immediately at each interim analysis. Predictive probability for trial success is not useful in this context. Rather, ESETT uses a more group sequential-like success boundary: if the posterior probability that one treatment is the best is ever greater than 0.975, the trial stops for success.

### TABLE 5.1

<table>
<thead>
<tr>
<th>$n$</th>
<th>$x$</th>
<th>Obs %</th>
<th>% Needed</th>
<th>$p$-Value</th>
<th>Predictive Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>12</td>
<td>60.0</td>
<td>58.8</td>
<td>0.25</td>
<td>0.54</td>
</tr>
<tr>
<td>50</td>
<td>28</td>
<td>56.0</td>
<td>62.0</td>
<td>0.24</td>
<td>0.30</td>
</tr>
<tr>
<td>75</td>
<td>41</td>
<td>54.7</td>
<td>72.0</td>
<td>0.24</td>
<td>0.086</td>
</tr>
<tr>
<td>92</td>
<td>50</td>
<td>54.3</td>
<td>112.5</td>
<td>0.23</td>
<td>0.00</td>
</tr>
</tbody>
</table>

*Note: Obs % is the current proportion of responders; % Needed is the smallest proportion of responders needed to be observed to meet the success criteria at 100 patients.*
### TABLE 5.2
Operating Characteristics Comparing Adaptive Trial to Fixed Randomization

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Trial</th>
<th>Mean N</th>
<th>% to Best</th>
<th>Power</th>
</tr>
</thead>
<tbody>
<tr>
<td>All equal</td>
<td>Adaptive</td>
<td>508</td>
<td>N/A</td>
<td>0.017</td>
</tr>
<tr>
<td>0.50 0.50 0.50</td>
<td>Fixed</td>
<td>499</td>
<td>N/A</td>
<td>0.023</td>
</tr>
<tr>
<td>One better</td>
<td>Adaptive</td>
<td>484</td>
<td>47</td>
<td>0.90</td>
</tr>
<tr>
<td>0.50 0.50 0.65</td>
<td>Fixed</td>
<td>492</td>
<td>33</td>
<td>0.87</td>
</tr>
<tr>
<td>One worse</td>
<td>Adaptive</td>
<td>684</td>
<td>83</td>
<td>0.11</td>
</tr>
<tr>
<td>0.50 0.65 0.65</td>
<td>Fixed</td>
<td>686</td>
<td>67</td>
<td>0.45</td>
</tr>
<tr>
<td>One worse, one better</td>
<td>Adaptive</td>
<td>592</td>
<td>47</td>
<td>0.49</td>
</tr>
<tr>
<td>0.50 0.575 0.65</td>
<td>Fixed</td>
<td>597</td>
<td>33</td>
<td>0.45</td>
</tr>
</tbody>
</table>

However, we can use predictive probabilities for futility stopping. A predictive probability is calculated to determine if the trial is likely to ever identify a best or worst treatment (posterior probability of having the lowest response rate >0.975) at the maximum sample size. If this predictive probability is ever less than 5%, then the trial stops for futility.

Table 5.2 shows operating characteristics for ESETT, including both information-based adaptive randomization and early stopping rules to a fixed 1:1:1 randomization with the same early stopping rules. This is based on 100,000 simulations for four different scenarios. These range from all three drugs offering equal response rates, one being 15% better, two being 15% better, and a scenario with rates of 50%, 57.5%, and 65%.

In the null scenario, “all equal,” the sample size is slightly higher, but in the three cases with differences in response rates, adaptive stopping offers lower sample sizes. The proportion of patients randomized to the best treatment increases dramatically with adaptive randomization. In the “one good” scenario when one drug is 15% better than the other two, 47% of patients, on average, are randomized to the best drug, compared to 33% in a fixed trial. When two are equally effective with the third worse, then 83% instead of 67% are randomized between the best two drugs.

Finally, power in the two positive scenarios when one drug is truly superior is higher with adaptive randomization: 90% versus 87% in the “one good” scenario. Even when the best treatment is only slightly better than the second best, 65% versus 57.5% versus 50%, power increases from 45% to 49% with adaptive randomization. This illustrates how the combination of adaptive randomization with early stopping simultaneously leads to trials with lower mean sample size, a higher probability of patients randomized to the best therapy, and higher power. While we do trials in order to provide credible evidence to doctors and eventually treat patients better, we can use the accruing information to treat patients better within trials as well without sacrificing study power.
5.6 Simulation

Few software packages offer simple calculations of the operating characteristics for these methods, in part because these trials are typically specially tailored to the clinical situation. Therefore, operating characteristics are best calculated by simulation. Simulation also allows a means to select the adaptive design parameters.

Trial teams can best choose trial parameters by simulating trials and showing example trials and trial operating characteristics to the trial team and key stakeholders for discussion. Example trials step through a single simulated trial, showing the results of each interim analysis to illustrate the behavior of the trial. Example trials with both successful and unsuccessful results should be reviewed. Operating characteristics represent the average behavior of the trial and include average trial size, the proportion of patients randomized to the drug that is truly best, the trial’s power, as well as other factors of interest to the study team.

The null scenario should be thoroughly simulated to determine the type I error. Trial designers may also give greater consideration to the choice of type I error rates during the design stage in CER because the clinical consequences of a type I error may be smaller in CER than in a placebo-controlled trial. In a CER trial comparing active therapies or treatment strategies, if one is erroneously chosen to be better among equals, patients would still receive an effective treatment, that is, if two treatments are truly similar, but one is erroneously ruled superior, subsequent patients still receive an effective therapy. This form of type I error may be less consequential than a situation in which a treatment is erroneously determined to be better than a placebo and patients pay for and receive an ineffective therapy while also being exposed to its adverse events and costs.

5.7 Platform Trials

In 1995, describing the frustration of breast cancer patients trying to learn about the many disjoint trials offered by various pharmaceutical companies, patient advocate Gracia Buffelben said, “Dying people don’t have time or energy. We can’t keep doing this one woman, one drug, one company at a time” [17]. Yet, nearly 20 years later, the research and development process typically is just that: one drug at a time, one company at a time.

While drugmakers understandably like to keep close control over their research, there are numerous advantages offered by platform trials in which multiple sponsors provide one or more drugs that are tested simultaneously.
With I-SPY 2, the Foundation of the National Institutes of Health collaborated with academic researchers, the National Cancer Institute, the U.S. Food and Drug Administration, and the pharmaceutical and biotechnology industry to introduce platform trials, a trial design methodology. A platform trial has an adaptive clinical trial infrastructure and *a priori* statistical rules that allow new drugs to be added, tested, and then they may be dropped from the trial for futility or graduate from the trial for success [18,19]. A new drug can then be added. Because dropping or graduating arms and then adding new arms may be ongoing for an indefinite period of time, platform trials are really better described as a process rather than a singular trial.

Many sponsors may pursue the development of drugs with similar chemical structures and biologic mechanisms. To further the collaborative nature of the project and increase drug development efficiency, I-SPY 2 collaborators have agreed to include just one drug per class. The trade-off is that the collaborators have agreed that data will be released to all partners who have a drug in that same class [19].

While comparing multiple competing drugs is typical in comparative effectiveness trials, CER trials tend to be Phase 4 trials and are often funded by government or payers. Platform trials, on the other hand, may have their initial infrastructure funded by third parties, but are additionally funded, at lower cost than an independent trial, by the drugmakers. Furthermore, they can be designed so even though drugs from different sponsors participate in the same trial, the primary aim is to identify how a company’s drug compares to a placebo or standard of care, not against one another. Thus, they are defined as precompetitive trials.

Even in this precompetitive setting, there are many efficiencies largely related to the economy of scale of control groups because many different drugs are compared against a common control arm rather than each drug being randomized versus its own control. Figure 5.1 shows the typical
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(a) Three separate trials, each versus placebo. (b) One platform trial with a common placebo group.
parallel drug development process. For example, three different pharmaceutical companies with compounds for the same disease may each run a similar but separate trial each with slightly different inclusion/exclusion criteria, endpoints, and study timing. Each trial (shown in separate rows) is a randomized-controlled trial of a compound (patients randomized to different company’s compounds shown as different colors) to a placebo (patients randomized to placebo shown in black). The result is that many patients who choose to participate in a trial never receive a potentially helpful treatment. Furthermore, each pharmaceutical company has to pay for the entire trial infrastructure and to enroll, dose, and follow its own control group.

Figure 5.1b shows a simple platform trial. Here, each active arm is compared to a common placebo group. Even in the three-drug setting, the platform trial halves the proportion of patients randomized to placebo. Furthermore, the drugmakers can share the cost of the trial infrastructure and control patients.

A new compound could join the process and use only control patients enrolled during randomization to it. Or it could take advantage of similar historical controls. For example, one could start a new compound in the middle of the process, in year 3, and enroll for another 2 years. Patients would be randomized to this new treatment as well as other drugs within the platform trial and the control group. Patients randomized to this new drug arm could be simply compared to controls from years 3 and 4, or we could compare these 2 years of controls to earlier control group patients (via their demographics, their baseline disease states, and their outcomes), and if similar, we could also include the first 2 years of controls in the comparison to the new compound. If controls seem to be similar before and after this new drug entered the platform trial, then we can calculate a better estimate of the new compound’s treatment effect.

By joining an ongoing platform trial, the drugmaker can decrease the start-up time of the new trial. The only regulatory hurdle is about the compound, not about the study design, which is preapproved. Posttrial regulatory review can also be expedited because the data have been generated by a well-understood trial process.

In the CER setting, as payers require more postmarket evidence, such trials may offer head-to-head comparisons of various competing drugs, or allow direct comparisons of drugs to devices to lifestyle changes. A drawback is a loss of autonomy. Pharmaceutical companies may not have entire control, for example, they may lack the ability to use a different or nonstandard endpoint, or choose their own data monitoring board members if they join an ongoing platform trial. They may still elect to explore more restrictive inclusion/exclusion criteria and compare their patients to just the control patients meeting their criteria.

In order to maintain privacy between competitors, early-stage trials, for example, I-SPY 2, are constructed so that when a drug graduates or terminates for futility, companies only see their own drug’s data plus control data.
For postmarket CER trials, the level of data disclosure should be included in the protocol so sponsors understand the final uses of their data.

5.8 Personalized Medicine

Larger platform trials such as I-SPY 2 may also provide evidence toward personalized medicine and lead to smaller subsequent confirmatory trials. The I-SPY 2 trial, in addition to combining drugs and gaining the efficiency just described, also seeks to identify which drugs work best for which women suffering from breast cancer. Five drugs are compared to an active control in the trial and patients are adaptively randomized based on the genetic makeup of their tumor types. When patients in one genetic profile tend to do better on a particular drug, then future patients of the same tumor type will have an increased probability of being randomized to that drug.

Patients reap the obvious benefit from this real-time learning. However, patients are denied this benefit when different sponsors are running separate, although parallel, blinded trials. Identifying the subpopulation in which their drug works best offers huge advantages to sponsors, too.

Imagine, as shown in Figure 5.2, a case where a current treatment works in only 40% of a patient population (light gray). The new compound works in all those patients plus an additional 10% (medium gray). Neither of the drugs works in the remaining half of patients (dark gray). Of course, we rarely know which patients will benefit and which will not before treatment.

![FIGURE 5.2](image)
Statistical power as the effective subpopulation is identified.
If all patients with the disease are enrolled in a pivotal trial shown by thick outline surrounding everyone in the first panel in Figure 5.2, then 1,036 patients are needed to have 90% power to show that the new drug (50% efficacy) is superior to the standard of care (40% efficacy).

However, if an early-stage trial phase can identify the appropriate subpopulation who benefits from the new therapy, the inclusion criteria shown by the thick outline perfectly surrounding the medium gray patients in panel 2 in Figure 5.2 then just eight patients are necessary for 90% power. Of course, perfect prediction is unlikely. Even if the platform trial is less than perfect, for instance, producing an algorithm that requires enrolling two patients to obtain one patient that perfectly fits the profile, shown by the thick outline in panel 3, then just 36 patients are necessary for 90% power. In this case, the control would work in 25% of patients versus 75% in the treatment group. And if we enroll three patients to obtain one patient for whom there is benefit beyond control (control efficacy 33%, treatment efficacy 67%), then just 90 patients are necessary for 90% power.

By better identifying a drug’s ideal patient population, dramatically smaller confirmatory trials are possible. Of course, such identification is difficult, but recent genetic advances provide the foundation for such efforts. At the very least, it is the path between our current one-size-fits-most healthcare delivery strategies and truly personalized medicine. Platform trials as described here could have advantages in many different indications. For instance, genetic variations might be explored in Alzheimer’s disease, or different drugs with different biological mechanisms may work better in early-stage versus later-stage Alzheimer’s disease.

Platform trials offer important advantages to patients. The obvious advantages are that fewer patients need to be randomized to placebo and that the platform trial learns as it progresses and can adaptively randomize patients to treatments that best match their particular type of disease or genetics. But they are also easier to navigate. Currently, the most educated, proactive patients may seek out numerous competing trials, attempt to discern from what little information is easily publicly available which trial is the most appropriate fit, and then work to find a convenient participating site. A less-informed patient may have access only to the trial his physician recommends, which is likely tied to a single drugmaker and single compound and is more likely to be a match of convenience than one of based on science. Constructing a broader platform trial with access across a range of clinical sites provides greater access to patients, and requires less homework by patients. The trial design itself can lead to patients receiving good medicine rather than the patient himself needing to guess which trial might match him with the best medicine. The expansion of platform trials, both geographic expansion to better represent the overall population and expanding participation from academic centers to community-based practices, will increase access to patients and provide improved care to patients less involved in their clinical
care. Furthermore, adaptive randomization will ensure the most up-to-date care, even in the premarket setting to all trial-eligible patients.

In CER, an advantage of platforms trials may be to help address heterogeneity of disease and focus on personalized medicine. By comparing drugs post market in a formal, large, real-time platform trial setting, we may be more rapidly able to understand which drugs perform best in which types of patients.

Currently, such comparisons are often made post market from observational studies, error rates are unknown, and multiplicities abound. In a platform trial setting, trends within a certain subpopulation may be observed within the trial, then further validated as that subpopulation receives a higher randomization probability toward the seemingly optimal therapy. If the trend is spurious, a rapid increase in randomization probability will provide for quick regression to the mean in that subtype and the trial may revert to near equal randomization again. Whereas if the trend is real, the change in randomization probability in that patient subtype leads to increased power and a higher rate of patients in the trial being treated well.

A challenge for platforms trials in the postmarket/CER setting may be incentivizing sponsors to let their drugs compete scientifically and statistically against competitors as opposed to letting them compete via marketing.

5.9 Frequentist Adaptive Designs

While this chapter focuses on Bayesian adaptive designs, many adaptive techniques are based upon frequentist or classical statistics, too. The most common adaptive pivotal trials are group sequential trials that allow for early stopping and sample size reestimation analyses.

Group sequential trials are pivotal or confirmatory trials, usually with two arms, that predefine critical values for early stopping [20,21]. A key benefit of such trials is that they provide analytical control of type I error. A drawback is that they tend to be conservative, and only recently have designs been created that allow for formal consideration of patients who are enrolled but have not yet provided final outcome data at the time of the stopping analysis [22]. Shih provides a thorough survey of sample size reestimation analyses in which an interim analysis is performed to verify and potentially correct assumptions that went into a trial design, for example, event rate or variability [23].

5.10 Summary

Bayesian analysis is a natural fit for an ongoing learning environment such as comparative effectiveness research. The Bayesian machinery also allows
Bayesian Adaptive Designs

for including data from many sources, such as historical data and data from meta-analyses. Building off this machinery and then incorporating Bayesian decision rules prospectively can allow for clinical trials to adapt to accruing clinical information and altering key trial attributes to change randomization probabilities to increase study power and increase the number of patients randomized to the better-performing therapies. Also stopping rules can be used to terminate trials or arms as soon as we are sufficiently confident in a treatment’s success or futility.

By incorporating these analytical and clinical trial tools, then simulating them in the context of a prospective trial, we can “tune” the trial’s parameters and optimize its operating characteristics. Reference 24 is a thorough review paper of many Bayesian and adaptive techniques in CER.

One drawback to Bayesian adaptive trials is typically the need for custom software. Most designs require tailored software written to simulate patient accrual, patient randomization, patient outcomes data, each interim analysis, the adaptations that would occur in response to accumulating at data, and the possible stopping rules. The primary analysis is performed on the simulated data set. This process is completed thousands of times in “null” and various efficacious scenarios to calculate a trial’s operating characteristics. Therefore, the time required to design such a trial is longer, and more sophisticated programming skills are needed. But with that comes much greater flexibility to tailor a trial and its decisions rules to each specific clinical effectiveness scenario. Furthermore, such clinical trial simulations allow for realistic sensitivity analyses, including sensitivity to accrual rates, nonuniform dropout patterns between treatment groups, and nonrandom missingness.

Simulating trials also allows designers to illustrate precisely how a trial would work to collaborators, investigators, data-monitoring boards, and institution review boards. Effectively, all stakeholders can observe precisely how the trial might go many times before the actual trial is initiated.

Many other sophisticated adaptive techniques have been used in earlier phase trials, especially dose-finding, that may be less applicable to CER trials [25,26].

Clinical trials based upon classical hypothesis tests are best suited for regulatory settings that inevitably end with a dichotomous approval or do not approve decision; such trials answer the question “Does this treatment work better than a placebo or control?” When more clinically driven questions are relevant, such as “Which of the competing therapies are best suited for this patient?,” Bayesian adaptive trials that can rank competing treatments and formally incorporate data from a variety of sources may best inform clinicians and patients. Furthermore, Bayesian adaptive trials can be prospectively planned such that key clinical trial attributes such as randomization probabilities, inclusion criteria, and sample size mimic the real-world learning process.

Furthermore, platform trials based on Bayesian methodology [27] formally incorporate multiple competing therapies and can be design to include
new therapies once they become approved or gain clinical acceptance, thus creating an ongoing process to evaluate and rank-order treatments’ efficacy.
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ABSTRACT Randomized trials are seen as the gold standard for estimating the effects of interventions because, when implemented well, they provide unbiased estimates of treatment effects in the sample at hand. However, recent years have seen an increased understanding of their limitations in providing evidence that is more broadly applicable and relevant for real-world practice, known as “generalizability.” A lack of generalizability may be a particular problem for comparative effectiveness research (CER), which aims to help clinicians and policymakers make informed decisions for individuals and populations. This chapter outlines recent advances in methods to assess
and enhance the generalizability of randomized trials in CER, discussing both design and analysis strategies. A case study is provided of a weighting approach that reweights the trial sample to reflect the target population with respect to effect modifiers. Recommendations for further research and the practical use of the methods discussed are also provided.

6.1 Introduction

Randomized trials are seen as the gold standard for estimating the effects of interventions because, when implemented well, they provide unbiased estimates of treatment effects in the sample at hand. However, recent years have seen an increased understanding of their limitations in providing evidence that is more broadly applicable and relevant for real-world practice (Rothwell, 2005; Zimmerman et al., 2005; Insel, 2006). In particular, as currently designed, randomized trials often enroll individuals who are quite different from those who may receive the drug or intervention of interest in general clinical practice. However, the generalizability of results is crucial for many policy and practice recommendations. This idea of generalizability or external validity ties directly into comparative effectiveness research (CER), and is reflected in the definition of CER laid out by the Institute of Medicine: “The purpose of CER is to assist consumers, clinicians, purchasers, and policymakers to make informed decisions that will improve health care at both the individual and population levels” (Institute of Medicine, 2009, p. 13). Generalizability is particularly inherently related to CER Characteristic 1: “CER has the objective of directly informing a specific clinical decision from the patient perspective or a health policy decision from the population perspective,” Characteristic 3: “CER describes results at the population and subgroup levels,” and Characteristic 6: “CER is conducted in settings that are similar to those in which the intervention will be used in practice” (Institute of Medicine, 2009, p. 37–39). This interest in population inferences that relate to how interventions will be used in practice requires careful thinking about the generalizability of randomized trials. We need to have some understanding of how well randomized trial results may generalize in order to base decisions on the results from those trials. This chapter discusses current ways of thinking about generalizability as well as design and analysis tools to increase the generalizability of randomized trial results.

The idea of generalizing from one sample or population to another, or of considering how much information about population effects we can deduce from a randomized trial, goes by a number of different terms. Shadish et al. (2002, p. 20) define external validity as “inferences about whether the causal relationship holds over variation in persons, settings, treatment, and measurement variables.” In the medical literature, the GRADE* Working Group
(2004) terms it “directness” and discusses generalizability in relation to both the characteristics of patients and to the comparability of the treatments being investigated. Bareinboim and Pearl use a more precise term for the type of generalization we are generally concerned with in this chapter, defining “transportability” as a particular form of generalization, “defined as a license to transfer causal effects learned in experimental studies to a new population, in which only observational studies can be conducted” (Bareinboim and Pearl, 2013, p. 107). However, this chapter is also concerned with situations in which an experiment could be conducted in the target (“new”) population, but has not yet been.

Concerns regarding generalizability (or the lack thereof) of clinical trial results have been becoming more visible and more vigorously discussed in recent years. This is true in medicine, education (e.g., Olsen et al., 2013), and international development settings (e.g., Deaton, 2009). In medical settings, potential lack of generalizability of results has been of concern especially in cases where interventions appear effective in trials but then when rolled out “in the real world” show less strong effects; although there could be many explanations for that, one explanation in some cases is changes in the patient populations, and thus differences in effects (e.g., Gheorghe et al., 2013).

When thinking about generalizability, there needs to be a target population of interest; the first step is to be clear about the group or setting to which one is trying to generalize. It is also important to note that policymakers may be interested in generalizing from one randomized trial to multiple target populations. For example, the National Center for Medicare & Medicaid Services may be interested in a target population of all Medicaid enrollees across the country, but state Medicaid officers may be more interested in a target population that is the Medicaid enrollees in their particular state. So, when talking about generalizability, one needs to be clear regarding the target population, and acknowledge, for example, that a particular study may have very good generalizability with respect to one target population but poor generalizability with respect to another.

6.1.1 Threats to Generalizability

There are many threats to the generalizability of randomized trial results. We will define external validity bias as the difference between the true treatment effect in the population and the estimated effect (e.g., the effect estimated in a randomized trial). This is formalized further below. Shadish et al. (2002) lay out a series of threats to generalizability (i.e., factors that will lead to external validity bias). These include (p. 87, Table 3.2):

1. “Interaction of the causal relationship with units”
2. “Interaction of the causal relationship over treatment variations”
3. “Interaction of the causal relationship with outcomes”
4. “Interactions of the causal relationship with settings”

5. “Context-dependent mediation”

In this chapter, we focus primarily on threat #1 and how to adjust for observed differences in characteristics between individuals in the trial and in the population of interest, with some discussion of threat #4 and how to adjust for differences in settings. Threat #2 relates to the possibility of variation in the treatments that individuals receive, discussed further in VanderWeele and Hernán (2003). We assume that the intervention and comparison conditions being studied in the trial are the same as those that will be implemented in the population. Threat 3 refers to differences that may arise if other outcomes are considered (e.g., that an effect on a self-reported depression scale may differ from the effect on a clinician’s diagnosis). Threat #5 relates to different mediation mechanisms in the trial sample and the population; see Frangakis (2009) for one example of how to handle this threat, in particular settings where take-up or compliance rates may differ between a trial and a target population. This complication may happen if, for example, compliance rates change once a medication has received FDA approval; this issue of differences in compliance rates is also related to threat #2 and the “doses” of treatment individuals may receive.

Of particular concern in CER is the trial inclusion and exclusion criteria, which often yield randomized trial samples that are not representative of the target population of potential patients. Many randomized trials are designed to detect a large effect size, while minimizing potential risks to patients. This means that the trials often enroll individuals who are expected to particularly benefit from the intervention, and that those who are likely to increase costs or who are likely to have poor outcomes are often excluded (Pressler and Kaizar, 2013). This means in practice that individuals with multiple comorbidities, children, and women of childbearing age are often excluded from trials. This is of particular concern given that CER is meant to inform clinical practice, and that when there is treatment effect heterogeneity, results for those included in the trial may not reflect results that would be seen in other groups (expressed in the Institute of Medicine CER characteristic #3 cited above), as formalized below.

There are a number of studies that have looked specifically at the types of patients who enroll in clinical trials, and how they compare to the general patient population. Humphreys et al. (2005) found that exclusion criteria were commonly used in alcohol treatment research studies, and that the number of exclusion criteria used increased over time and varied depending on the study design as well as the funder. Likewise, Braslow et al. (2005) found that most studies of psychiatric treatment enrolled unrepresentative samples, with minorities underrepresented, and that those studies rarely reported on the representativeness of their samples in their reports. Using the STAR*D study, Wisniewski et al. (2009) also found large differences between
those enrolled in that large-effectiveness trial and patients who would have been enrolled in a more limited efficacy trial. Finally, Hoertel et al. (2013) used a standard set of exclusion criteria for studies of treatment for bipolar depression or mania and found that more than 5 of 10 individuals with bipolar depression or mania in the National Epidemiologic Survey on Alcohol and Related Conditions (NESARC; a nationally representative sample) would have been excluded from a typical randomized trial. Having a high risk for suicide was the most common criterion excluding individuals with bipolar disorder, while having a diagnosis of alcohol abuse or dependence was the criterion that excluded the highest percentage of individuals with mania. Using a similar design strategy, Hoertel et al. (2012) found that over 7 out of 10 individuals with generalized anxiety disorder (GAD) would have been excluded from a typical trial of treatment for GAD. In a nonmental health setting, Ezekowitz et al. (2012) found similar concerns regarding differences between individuals in a randomized trial for acute heart failure and a comparable registry, and Koog et al. (2013) found differences between individuals enrolled in knee osteoarthritis clinical trials and the general patient population. Finally, Unger et al. (2013) found that individuals of lower socioeconomic status were less likely to choose to enroll in randomized trials in oncology.

It is, however, important to note that trials do not always enroll unrepresentative samples. Stevens et al. (2006) found that the MTA trial of multimodal treatment of attention-deficit hyperactivity disorder (ADHD) enrolled individuals who looked similar on average to large epidemiologic cohorts of individuals with ADHD. In fact, the MTA trial was designed to have as few exclusion criteria as possible. Similarly, Go et al. (2003) found that results on the effectiveness of anticoagulation therapy for stroke prevention in atrial fibrillation translated well into clinical practice (Go et al., 2003).

However, the potential lack of generalizability is not limited to studies with formal inclusion and exclusion criteria. For example, in education research, where there is often not strict inclusion or exclusion criteria, there is evidence that the types of schools that participate in large evaluations differ from the national population of schools (Stuart et al., 2016) and that this can lead to external validity bias (Bell et al., 2016).

Focusing on external validity bias due to differences in the composition of patients in a randomized trial and in a target population, some researchers have laid out formal models for the extent of external validity bias. Bareinboim and Pearl (2013) and Pearl and Bareinboim (2013) provide a framework for determining when results are “transportable,” which requires positing a selection diagram that lays out the structure (e.g., the variables under investigation and how they relate to one another) and what factors do (and do not) remain consistent between a sample and the unit for which impact estimates are desired (e.g., the target population). When that structure is known (or hypothesized), its framework can be used to determine the implied generalizability (or transportability).
6.1.2 Notation and Setting

To formalize the discussion, we use the Neyman–Rubin causal model, which has been presented in Chapters 1 and 2 (Rubin, 1974; Holland, 1986). In that model, each individual in some target population (e.g., all Medicaid patients) is posited to have two potential outcomes (e.g., cholesterol levels)—one \(Y_{1i}\) that is observed if they receive the intervention of interest (e.g., a new cholesterol-lowering medication) and one \(Y_{0i}\) if they do not. The impact of the intervention for individual \(i\) is defined as the difference between these two potential outcomes: \(\Delta_i = Y_{1i} - Y_{0i}\). We are interested in estimating the population average treatment effect (PATE), \(\Delta\); the average \(\Delta_i\) across all \(N\) individuals in the target population:

\[
\Delta = 1/N \sum_{i=1}^{N} \Delta_i.
\]

Now, consider a randomized experiment that randomizes patients to receive the intervention or not. First, let \(S_i\) denote membership in the randomized trial sample (\(S_i = 1\) for patients who participated in the clinical trial and \(S_i = 0\) for those who did not). Let \(T_i\) denote treatment assignment in the trial (\(T_i = 1\) for intervention, \(T_i = 0\) for control). If treatment assignment is randomized, the difference in potential outcomes between the observed treatment and control groups \(\hat{\Delta} = E(Y_{1i} | S_i = 1, T_i = 1) - E(Y_{0i} | S_i = 1, T_i = 0)\) provides an unbiased estimate of the treatment effect in the trial sample: \(E(Y_{1i} | S_i = 1, T_i = 1) - E(Y_{0i} | S_i = 1, T_i = 0) = E(\hat{\Delta} | S_i = 1)\), but there is concern that the impact in the population may differ from that in the sample. We define the external validity bias as the difference between the impact estimated in the evaluation sample and the true population impact, \(\hat{\Delta} - \Delta\). The goal of the methods described below is to reduce the size of that bias through either better design of the trial or adjustment of the randomized trial results. Many of the methods rely on having data on the population of interest, either characteristics or, sometimes, outcome data, which can be used to help adjust the trial results to relate to the population. These methods and data requirements are discussed further below.

In an attempt to start thinking about external validity and the trade-offs of different study designs when estimating population treatment effects, Imai et al. (2008) decompose the bias in estimates obtained from a variety of study designs. In particular, Imai et al. decompose the overall bias when estimating population treatment effects (\(\Delta\)) into four components: \(\hat{\Delta} = (\Delta_{SX} + \Delta_{SU}) + (\Delta_{TX} + \Delta_{TU})\), where the subscript “S” refers to selection bias (unrepresentative samples from the population), “T” refers to treatment imbalance (treatment and comparison groups that are dissimilar; e.g., as happens in a nonexperimental study), “X” refers to observed characteristics, and “U” refers to unobserved characteristics. These characteristics (in
both “X” and “U”) may include both individual-level characteristics and characteristics of their broader contexts such as hospitals, providers, neighborhoods, and communities. As described in Imai et al. (2008), when interest is in population treatment effects, the standard beliefs about the pros and cons of different study designs may not always apply; for example, a small and nonrepresentative randomized trial may have larger external validity (or generalizability) bias, even if it has no treatment selection bias, than a well-done, nonexperimental study using a representative sample. Put more simply, when population treatment effects are of interest, internal validity may not be the only consideration. Imai et al. (2008) provide a framework for these ideas and trade-offs.

In some simple settings, one can also obtain analytic expressions for the size of external validity bias. To make ideas concrete, Cole and Stuart (2010) considered a setting with a randomized trial of an intervention $T$. Also, assume that the outcome $Y$ is a linear function of binary treatment status $T$, a binary covariate $Z$, and the interaction between $T$ and $Z$ (implying treatment effect heterogeneity across levels of $Z$): $E(Y_i) = b_0 + b_T T_i + b_Z Z_i + b_{ZT} Z_i T_i$. In this case, the bias in estimating a PATE by just considering the effect estimate in the randomized trial sample at hand can be expressed as

$$b_{ZT} \left[ \frac{P(Z = 1)}{P(S = 1)} [P(S = 1|Z = 1) - P(S = 1)] \right].$$

In other words, the external validity bias is a function of the size of the treatment effect heterogeneity ($b_{ZT}$), the prevalence of the “heterogeneity characteristic” ($Z$) in the population, the proportion of the population enrolled in the trial ($P(S = 1)$), and the association between $Z$ and participation in the trial ($S$), expressed as $P(S = 1|Z = 1) - P(S = 1)$. This expression for the bias also shows that there will be no external validity bias if there is no treatment effect heterogeneity ($b_{ZT} = 0$), if $Z$ is unrelated to participation in the trial, so then $P(S = 1|Z = 1) = P(S = 1)$, or if the randomized trial is done using everyone in the population ($P(S = 1) = 1$). Olsen et al. (2013) provide a similar expression for the bias, for the context where sites (e.g., schools or hospitals) are the unit of selection for the trial, and then random assignment is done within the site.

### 6.2 Design Methods to Improve Generalizability

There are three main design strategies used to increase the generalizability of randomized trial results: (1) actual random sampling from the target population of interest, (2) trials with broad populations in real-world settings, such as practical clinical trials or pragmatic trials (e.g., Chalkidou et al., 2012),
TABLE 6.1
Randomized Trial Designs to Enhance Generalizability

<table>
<thead>
<tr>
<th>Method</th>
<th>Main Idea</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>D-1 representative samples</td>
<td>Carry out trial in a random sample from the population of interest</td>
<td>• Allows formal statistical generalization, unbiased estimation of PATE</td>
<td>• Often difficult to carry out in practice</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Requires knowledge of target population in advance</td>
</tr>
<tr>
<td>D-2 large trials of broad populations in real-world settings</td>
<td>Carry out trial in a broad set of patients, across a range of settings</td>
<td>• More likely to yield results that generalize</td>
<td>• Does not allow formal generalization</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Study may still not represent full population of ultimate interest</td>
</tr>
<tr>
<td>D-3 doubly randomized preference trials</td>
<td>Randomize all patients in the population to participate in the trial, and then randomize treatments within those in the trial arm</td>
<td>• Allows estimation of the PATE</td>
<td>• Sometimes difficult to carry out</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Allows calibration of the effect seen in trial arm to the effect seen in the nontrial arm</td>
<td>• Requires knowledge of target population in advance</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Few examples</td>
</tr>
</tbody>
</table>

which aim to enroll a more representative sample from the start, and (3) doubly randomized preference trials (e.g., Marcus, 1997; Marcus et al., 2012), which allow researchers to estimate the effect of randomization itself. We discuss each of these approaches in more detail here; Table 6.1 provides an overview of these design approaches.

6.2.1 D-1 Trials in Representative Samples

Perhaps the most obvious and ideal (but also most difficult) way to increase generalizability is to start out with a randomized trial sample that is formally representative of the population of interest. For example, in evaluations of government programs, it is sometimes possible to enroll a representative set of sites in the study, and then randomly assign eligible applicants to those sites to the intervention group or a control group. This was done in national evaluations of the Job Corps program (Schochet et al., 2008), Upward Bound (U.S. Department of Education, 2009), and Head Start (U.S. Department of Health and Human Services, 2010). However, this is more difficult in many CER settings since it requires having a listing of the target population at the beginning of the study. However, it may be feasible in studies carried out, for
example, by large healthcare providers, who have a listing of all their members. However, a challenge that will still occur even in that setting is that the people selected to participate may decline such participation. As summarized by Shadish (1995, p. 424), “In general, however, formal sampling is inadequate to the task because a) it is rarely possible to even identify the population of treatments, outcomes, settings, persons, or times from which sampling should occur, and b) even when it is possible, randomly sampled units often refuse to be in the study or refuse to be randomly assigned to conditions.”

6.2.2 D-2 Trials with Broad Populations in Real-World Settings

Effectiveness trials (Flay et al., 2005) are often a step closer to generalizability by virtue of their design being implemented in more real-world settings. Relatedly, a design coming more into favor in medical fields is that of practical clinical trials, also known as pragmatic trials (e.g., Sachs et al., 2003; Rush et al., 2004; Insel, 2006; Chalkidou et al., 2012). These types of trials are becoming more and more common and desired (e.g., through recent funding announcements from the Patient Centered Outcomes Research Institute). They are designed to enroll a broad spectrum of individuals, and thus at least potentially increase generalizability, but they can be very expensive and difficult to carry out. Large simple trials are another design increasing in use, which aim to enroll large samples of individuals, with broad eligibility criteria, using a simple design and at relatively low cost (e.g., utilizing existing electronic health records; Roehr, 2013). However, although these types of trials aim to enroll a more representative set of people, they generally still do not allow formal generalization to the target population, and there may be concerns that the types of people who choose to enroll in a trial may differ from patients in standard clinical practice, even if the trials sample from a broader distribution of settings and contexts. Tipton et al. (2014) formalize the process of selecting subjects to participate in an effectiveness or pragmatic trial, providing a method for selecting a representative sample using stratification on key variables.

6.2.3 D-3 Doubly Randomized Preference Trials

A design potentially more useful in medical settings, which allows formal statements of generalizability (or lack thereof) but is infrequently used, is a doubly randomized preference trial (Marcus et al., 2012). These trials enroll individuals into the study but then randomize them into two arms: (1) a randomized arm, in which individuals are randomly assigned to treatment conditions, and (2) a nonexperimental (observational) arm, where individuals are allowed to select their treatment condition. This double randomization allows researchers to compare the individuals in the randomized arm with the nonexperimental arm to investigate the effects of randomization itself.
This then gives a sense of the bias that may exist in the randomized trial due to the act of randomization itself. A less-rigorous version of this design can also be used sometimes, when it is not possible to randomize individuals into the randomized arm versus nonexperimental arm, but when there is the ability to follow a cohort of individuals who were not eligible for (or did not consent to be in) the randomized trial.

6.3 Analysis Methods to Assess and Enhance Generalizability

In many cases, however, researchers do not have the ability to modify the design of a trial (e.g., it has already been carried out), but there is interest in determining how well the results apply to some target population. To answer these sorts of questions, there are also a growing number of methods to assess and enhance the generalizability of randomized trials that have already been conducted. See Table 6.2 for a summary of these analysis approaches.

6.3.1 A-1 Broad Assessment of Similarity

One strategy for documenting factors that may affect the generalizability of study results is the “Reach Effectiveness Adoption Implementation Maintenance” (Re-AIM) framework by Green and Glasgow (2006). Re-AIM provides simple summary measures of external validity, covering a wide range of areas (such as the percentage of individuals who participate, measures of attrition, and quality of implementation) but with relatively little focus on the particular issue considered in this chapter—that of differences in the characteristics of individuals in a trial sample and a target population.

6.3.2 A-2 Comparison of Characteristics and Outcomes between Trial and Population

In this approach, the first step in assessing generalizability is to compare the characteristics of the individuals in the trial to those in a target population of interest. A step beyond this, as done in Greenhouse et al. (2008), Stuart et al. (2011), and Weisberg et al. (2009), and presented in the case study below, is to compare the outcomes observed in the target population with the outcomes in the control arm of the trial. When the control condition in the randomized trial is comparable to the “usual care” received by individuals in the target population, this allows a test of whether the groups are similar with respect to their prognosis under the control condition. Worse (or better) outcomes in the control arm of the trial may indicate that those individuals who enroll in
### Table 6.2
Analysis Methods to Enhance Generalizability

<table>
<thead>
<tr>
<th>Method</th>
<th>Data Needed</th>
<th>Pros</th>
<th>Cons</th>
</tr>
</thead>
<tbody>
<tr>
<td>A-1 broad assessment of similarity and representativeness</td>
<td>• Summary measures of participation rate, quality of implementation, etc. in the trial</td>
<td>• Covers a broad spectrum of study characteristics</td>
<td>• Does not estimate PATE</td>
</tr>
</tbody>
</table>
| A-2 comparison of characteristics and outcomes in the trial and population | • In trial X, T, and Y  
• In population Y, ideally Y | • Especially if outcome(s) available in the population, can provide quantitative evidence of similarity of the trial and population | • Assumes that the effect moderators are observed  
• Does not estimate PATE |
| A-3 investigation of effect heterogeneity | • In trial X, T, and Y  
• In population: nothing | • Generalizability is only a problem if effects vary, so understanding effect heterogeneity is crucial | • Trials often have limited power to detect effect heterogeneity  
• Does not estimate PATE |
| A-4 flexible outcome models | • In trial X, T, and Y  
• In population X, ideally Y | • Can work well if ignorability holds | • Accounts only for observed differences between the trial and population  
• Multiple studies on the same topic required  
• Complex methods with few examples  
• Can be sensitive to weight model  
• Accounts only for observed differences between the trial and population |
| A-5 combining experimental and nonexperimental data | • Multiple studies with X, T, and Y (experimental and nonexperimental) | • Can combine all available information  
• Can account for biases in different study designs  
• Can work well if ignorability holds | |
the trial are sicker (or healthier) than those who do not, which could limit the
generalizability of the trial results.

6.3.3 A-3 Investigation of Effect Heterogeneity in the Trial

As discussed above, external validity bias arises when treatment effects are correlated with participation in the trial. At one extreme, if there is no treatment effect heterogeneity (i.e., if the treatment effect is constant for all individuals), there will be no external validity bias. Thus, an assessment of generalizability should also include investigation of the extent of effect heterogeneity in the trial, for example, by estimating subgroup effects or using new methods to examine the distribution of treatment effects (Imai and Ratkovic, 2013; Kraemer, 2013). A challenge, however, in these investigations is that of statistical power; randomized trials are generally designed to estimate the overall (main) treatment effect; the sample size needed to detect variation in treatment effects across subgroups is often four times as large as is needed to detect the main effect. Thus, failure to reject the null that there is no treatment effect variability may be just a result of limited statistical power rather than an actual lack of effect heterogeneity. A full discussion of methods for assessing treatment effect heterogeneity is beyond the scope of this chapter; for more details, see Kent et al. (2010), as well as Imai and Ratkovic (2013), which presents a new method for identifying treatment effect heterogeneity, including an illustration of how to then use the results to extrapolate treatment effects to a target population.

6.3.4 A-4 Flexible Outcome Models

A recently developed method that has not been used much in practice but has been found to work well in simulations (Hill, 2011; Kern et al., 2016) is Bayesian Additive Regression Trees (BART), which fits a flexible model of the outcomes as a function of treatment status in the trial, and then extrapolates that model to the population to estimate population effects. This can be thought of as a more flexible way of assessing treatment effect heterogeneity in the trial, as compared to, for example, linear models that simply include a number of treatments by covariate interactions. In particular, BART generates a predicted potential outcome under control and a predicted potential outcome under treatment for each individual in the population, and uses the difference in these average outcomes to estimate the PATE. Although simple regression models such as linear regression models would generally not be appropriate for this task because of the risk of model extrapolation, flexible models such as BART seem to work well, since they allow for complex relationships between covariates, treatment assignment, and outcomes and take into account the uncertainty when making predictions of outcomes for
those outside the original trial sample. This approach does not require outcome data in the target population but does work better if it is available, as it allows the calibration of models to the potential outcomes in the population.

6.3.5 A-5 Combining Experimental and Nonexperimental Evidence

Another set of methods is useful when there are multiple studies available on a particular topic, so that there are multiple estimates of the treatment effect. (These approaches thus require outcome data across all studies.) These include meta-analysis, research synthesis approaches, and the confidence profile method. The main idea behind meta-analysis is to combine results from multiple studies; often used in settings where multiple randomized trials have been done on roughly the same research question and population (Hedges and Olkin, 1985; Sutton and Higgins, 2008). Meta-analysis typically takes just one result from each study, for example, the treatment effect size, and combines those results across studies, either assuming that the effect sizes from the different studies are all estimating some common effect (a fixed effects model), or allowing variation in the effects across studies (a random effects model). The drawback with traditional meta-analysis is that it does not necessarily answer the question of interest for this chapter, especially if the set of trials were all conducted on similar types of subjects, who may not be representative of the population. Traditional meta-analysis puts relatively little focus on assessing how similar the individuals in the trials are to the target population. Individual-patient-data (IPD) meta-analysis (Riley et al., 2010) has the potential to be more helpful for assessing generalizability, but its use for estimating treatment effects in a target population has not been investigated, and it may suffer from the same limitations as standard meta-analysis if the trials did not enroll a broad set of patients.

A broader class of methods called cross-design synthesis involves similar ideas as meta-analysis but is potentially more able to explicitly address the question of generalizability. Cross-design synthesis enables the combination of results from randomized and nonrandomized studies (Prevost et al., 2000; Kaizar, 2011), and thus, for example, can be used to combine information on program effects from a randomized trial with information from an observational study, which may contain a more representative sample. Cross-design synthesis does this by modeling multiple parameters from each study and through the incorporation of study characteristics. Brown et al. (2008) used this method to model variation in impacts across trials and outcomes. A common strategy for cross-design synthesis is to fit a Bayesian hierarchical model that includes a level for study type. A Bayesian approach allows the incorporation of beliefs regarding the relative merits of the multiple sources of evidence (e.g., Turner et al., 2009). For example, a Bayesian model can incorporate the belief that a randomized design yields a less-biased estimate of the average treatment effect in the trial sample as compared to a nonrandomized design, but that the nonrandomized design may provide more information.
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about population effectiveness. However, more work needs to be done to fully investigate the potential use of cross-design synthesis to answer the question of generalizability of interest in this chapter, as estimating population effects is not always the explicit goal of these methods. For example, cross-design synthesis approaches do not have formal ways of examining how similar subjects in a trial (or trials) are to individuals in a target population. These methods are discussed in detail in Chapter 7 of this book.

Pressler and Kaizar (2013) present a particular approach for combining experimental and nonexperimental data in order to assess what they term “generalizability bias” due to strict inclusion or exclusion criteria in the randomized trial. One important point is that their method for assessing generalizability bias does not require individual-level data from the trial, which makes the approach usable in many settings where the individual-level trial data may be impossible, or very difficult, to obtain. In particular, they use a nonexperimental data source and nonexperimental methods such as propensity scores to separately estimate the effect of the treatment among the people included in and excluded from the trial. They can then compare the nonexperimental estimate for the people who would have been included to the “true” impact seen in the trial to estimate the bias from a nonexperimental comparison, then use that to adjust the nonexperimental effect estimate obtained for those excluded from the trial. They thus use a combination of the experimental and nonexperimental evidence to estimate the treatment effect among those who would have been excluded from the trial; not just relying on the nonexperimental estimate, but also bringing in information from the experiment to make that estimate more robust. The approach, however, does rely on an assumption that the bias in effect estimates obtained using the nonexperimental data is the same for those included and those excluded from the randomized trial; it is not clear how common this would be in practice. See Frank and Min (2007) for another method that can be used to judge the ability to extrapolate from a study sample to an excluded population.

6.3.6 A-6 Poststratification and Weighting

A final type of approach involves adjusting the trial sample to resemble the population on a set of observed characteristics. This approach requires covariate and outcome data from the trial, and at least covariate data on the target population of interest. As detailed below, outcome data in the population can also be useful for assessing the validity of the approaches. A simple example of this is a variation on poststratification, which is commonly used in survey contexts to make a survey sample match the population distribution of certain key variables (e.g., by race, sex, and state of residence; Holt and Smith, 1979). This is similar to the idea of standardization in demography and epidemiology (Kitagawa, 1964). A very simple example of this in the generalizability context would involve, for example, estimating treatment
effects separately by racial groups and then estimating the population treatment effect by averaging those subgroup-specific effects by the proportion of each race in the population.

A challenge in the use of standardization is that limited sample sizes, and low power to detect subgroup-specific treatment effects in randomized trials, make it hard to implement standardization. To avoid this problem, researchers have moved toward a version of standardization that involves using something like the propensity score (a summary measure of the covariates) as the dimension of standardization. Thus, instead of forming strata based on a cross-tabulation of individual variables (e.g., age 30–35, male, 1–2 comorbidities, African American), the strata are formed on the basis of the propensity score, as a scalar combination of the individual covariates. Propensity scores are traditionally used in nonexperimental studies to balance treatment and comparison groups on the set of observed covariates (Rosenbaum and Rubin, 1983; Stuart, 2010). In this context of generalizability, the “propensity score” instead models the probability of being in the randomized trial (vs. the population as a whole), but it still uses the key properties of the propensity score in terms of its ability to balance two groups. For generalizability, the balancing serves to make the randomized trial sample balance (or look like) the target population, at least with respect to the observed covariates. Hartman et al. (2013), O’Muircheartaigh and Hedges (2014), Stuart et al. (2011), and Tipton (2013), all present applications of this approach, as well as discussion of the underlying assumptions and details of the method. The primary assumption that allows generalization from the sample to the population is called “sample ignorability” by Tipton (2013), and it has two components: (1) that there are no unobserved variables associated with impacts and with selection into the trial sample, and (2) that there are no individuals in the population with a selection probability of 0; that is, every individual in the population had some positive probability of being in the trial.

Tipton (2013) estimates the PATE of a mathematics software for middle-school students by subclassifying the 92 schools that participated in a randomized trial (using 26 covariates in the model of participation, and subclassifying based on predicted probabilities of participation, the propensity scores) of the software, and reweighting subclass-specific treatment effects by the proportion of target population schools in each subclass. An alternative to subclassification is reweighting, which weights subjects participating in the trial by one over their probability of participating, thus reweighting the trial sample to the target population (again, similar to sample selection and nonresponse adjustments in sample surveys; Horvitz and Thompson, 1952). A case study of such reweighting is presented in Section 6.4, with details of the approach.

These poststratification and reweighting approaches can be used when outcomes are not available. One benefit of these approaches is that, when outcomes under the control condition are available in the population, they
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can be used as a “placebo check” to examine the plausibility of generalizing from the trial to the population, as discussed by Stuart et al. (2011) and Hartman et al. (2013). In particular, if the observed characteristics are sufficient to account for the differences between the sample and the population, then the population-weighted control group outcomes from the trial should match the average outcomes seen in the population. (Or, if some individuals in the target population receive the treatment, then the population-weighted treatment group outcomes should match the outcomes of those individuals in the population who got the treatment.) Failure of these values to match may indicate some unobserved difference between the trial and population, which makes the outcomes differ even when receiving the same treatment condition and even after adjusting for the observed covariates. Hartman et al. (2013) describe the formal conditions for this test and provide some examples.

6.4 Case Study: Generalizing the Effects of HAART to a National Population

As a case study of the reweighting approach (A-6), we now present a summary of Cole and Stuart (2010), which used the reweighting approach described briefly above in order to estimate PATEs, combining data from a randomized trial and a target population of interest. (See Hartman et al., 2013, for an example from cost-effectiveness research.) Following a seminal human immunodeficiency virus (HIV) treatment trial that showed that highly active antiretroviral therapy (HAART) was effective at reducing mortality, Cole and Stuart (2010) were interested in determining what the effects of HAART would be if given to all individuals newly infected with HIV in the United States. In particular, Cole and Stuart (2010) used data from the ACTG 320 trial, which randomly assigned 1,156 eligible patients to HAART or a comparison combination therapy. Patients were followed for up to 1 year, with the primary endpoints of acquired immunodeficiency syndrome (AIDS) or death. HAART was found to reduce AIDS or death, with a hazard ratio of 0.51. As a target population, Cole and Stuart (2010) obtained data from the Centers for Disease Control and Prevention (CDC) on all individuals newly infected with HIV in 2006. Individual-level data were not available, but the joint distribution of age, sex, and race groups was available and was used to create a target population.

Of importance in terms of the ability to generalize the ACTG 320 results to the target population, the trial sample and the target population vary on a number of characteristics (Table 6.3, adapted from Table 1 of Cole and Stuart, 2010). And, importantly, some of those characteristics were also moderators of the treatment effect. In particular, as shown in the top half of Table 6.4,
TABLE 6.3
Characteristics of HIV-Infected Patients in the AIDS Clinical Trial Group (ACTG) 320 Study in 1996–1997 Followed for 1 Year and of the Estimated HIV-Infected Individuals in the United States in 2006

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Trial Patients (n = 1,156)</th>
<th>U.S. Population (n = 54,220)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Age, years</td>
<td>38 (33, 44)</td>
<td>NA</td>
</tr>
<tr>
<td>Age group, years</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13–29</td>
<td>09</td>
<td>34</td>
</tr>
<tr>
<td>30–39</td>
<td>45</td>
<td>31</td>
</tr>
<tr>
<td>40–49</td>
<td>34</td>
<td>25</td>
</tr>
<tr>
<td>≥50</td>
<td>13</td>
<td>10</td>
</tr>
<tr>
<td>Male sex</td>
<td>83</td>
<td>73</td>
</tr>
<tr>
<td>Race</td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>54</td>
<td>36</td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>28</td>
<td>46</td>
</tr>
<tr>
<td>Hispanic</td>
<td>18</td>
<td>18</td>
</tr>
<tr>
<td>CD4 count (cells/mm³)</td>
<td>75 (33, 137)</td>
<td>NA</td>
</tr>
</tbody>
</table>


Abbreviations: AIDS, acquired immunodeficiency syndrome; HIV, human immunodeficiency virus; NA, not available.

a Values are expressed as median (quartiles) or percentage; percentages may not sum to 100 because of rounding.

b Youngest and oldest patients in the trial were aged 16 and 75 years, respectively.

c CD4 cell count was missing for one trial patient.

there were larger effects for young people, and some indication of stronger effects for blacks. Note that the trial tended to enroll older individuals and those of white race or Hispanic ethnicity.

To estimate the PATE, Cole and Stuart (2010) first fit a logistic regression model predicting participation in the trial as a function of age, sex, race, and their two- and three-way interactions. Each person in the trial receives a weight equal to \( W_i = P(S_i = 1)/P(S_i = 1|Z_i) \), where the numerator \( P(S = 1) \) is the overall probability of being in the trial (the marginal probability), and the denominator \( P(S = 1|Z) \) is each individual’s probability of being in the trial, given their covariates \( Z \). Individuals in the trial but who actually had a small probability of being in the trial (small \( P(S = 1|Z) \)) will receive a large weight, reflecting the fact that they provide a lot of information about population effects. To estimate the PATE, an inverse probability of selection-weighted Cox proportional hazards model is then fit using the data from the randomized trial and individuals’ weights.

The bottom half of Table 6.4 presents the PATE estimates, when the trial has been reweighted to match the age, sex, and race distributions of the target
### TABLE 6.4
Hazard Ratios and 95% Confidence Limits for Incident AIDS or Death within 1 Year for Patients in the ACTG 320 Study in 1996–1997 and for the Population of Individuals Infected with HIV in 2006, the United States

<table>
<thead>
<tr>
<th>Hazard Ratio</th>
<th>95% CL</th>
<th>CL Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Trial results</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Intent to treat&lt;sup&gt;a&lt;/sup&gt;</td>
<td>0.51</td>
<td>0.33, 0.77</td>
</tr>
<tr>
<td>Age-group stratified, years&lt;sup&gt;b,c&lt;/sup&gt;</td>
<td></td>
<td></td>
</tr>
<tr>
<td>13–29</td>
<td>1.87</td>
<td>0.34, 10.2</td>
</tr>
<tr>
<td>30–39</td>
<td>0.21</td>
<td>0.09, 0.48</td>
</tr>
<tr>
<td>40–49</td>
<td>0.84</td>
<td>0.41, 1.70</td>
</tr>
<tr>
<td>≥50</td>
<td>0.59</td>
<td>0.24, 1.45</td>
</tr>
<tr>
<td><strong>Sex stratified&lt;sup&gt;d&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>0.47</td>
<td>0.29, 0.74</td>
</tr>
<tr>
<td>Female</td>
<td>0.76</td>
<td>0.28, 2.10</td>
</tr>
<tr>
<td><strong>Race stratified&lt;sup&gt;e&lt;/sup&gt;</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>White, non-Hispanic</td>
<td>0.59</td>
<td>0.34, 1.01</td>
</tr>
<tr>
<td>Black, non-Hispanic</td>
<td>0.30</td>
<td>0.11, 0.83</td>
</tr>
<tr>
<td>Hispanic</td>
<td>0.54</td>
<td>0.22, 1.36</td>
</tr>
<tr>
<td><strong>Population results</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Age weighted</td>
<td>0.68</td>
<td>0.39, 1.17</td>
</tr>
<tr>
<td>Sex weighted</td>
<td>0.53</td>
<td>0.34, 0.82</td>
</tr>
<tr>
<td>Race weighted</td>
<td>0.46</td>
<td>0.29, 0.72</td>
</tr>
<tr>
<td>Age–sex–race weighted</td>
<td>0.57</td>
<td>0.33, 1.00</td>
</tr>
</tbody>
</table>


**Note:** CL ratio included for rows that aim to estimate the PATE.

**Abbreviations:** AIDS, acquired immunodeficiency syndrome; CL, confidence limit; HIV, human immunodeficiency virus.

<sup>a</sup> The age-group-adjusted hazard ratio was 0.50 (95% CL: 0.33, 0.77).
<sup>b</sup> P for homogeneity across age-group strata = 0.0348.
<sup>c</sup> Youngest and oldest patients in the trial were aged 16 and 75 years, respectively.
<sup>d</sup> P for homogeneity across sex strata = 0.3930.
<sup>e</sup> P for homogeneity across race strata = 0.5396.

Population. To talk through the intuition for one of the findings, we see that the race-weighted effect is stronger than the main trial effect. This is because the trial selected against blacks and the treatment effect is larger for blacks; upweighting blacks to better represent the U.S. population then increases the expected effect. When accounting for the age, sex, and race distribution in the U.S. population, the estimated PATE is 0.57, just slightly weaker than the 0.51 hazard ratio observed in the trial. We also note that the standard errors for all of the PATE estimates are larger than the intent-to-treat estimates from
the trial, which is expected given the extrapolation from the trial sample to the target population.

It is important to acknowledge the key underlying assumption of these PATE estimates, which is that we have measured and appropriately modeled the factors that influence selection into the trial and treatment effects. One limitation of the data used, for example, is that CD4 cell counts are not available for the U.S. population of newly infected individuals. This precludes us from being able to adjust for this important clinical characteristic that may moderate treatment effects. The approach is likely to work best when a large set of potential effect moderators are observed in the trial sample and the population. The method also assumes that the selection model has been correctly specified. Sensitivity analysis should consider different specifications of the weight model (e.g., as in Cole and Hernan, 2008). Finally, given the different underlying modeling assumptions, it may make sense to estimate the PATE using the reweighting approach as well as one of the flexible outcome modeling approaches, such as BART (A-4), to assess robustness of the results. As discussed further below, there are many potential areas for further research, as well as many methodological questions.

6.5 Conclusions

Recent years have seen an increased interest in determining the generalizability of randomized trials to target populations and estimating population treatment effects when possible. This is true especially given recent increases in data available on broad populations (e.g., claims data, registries), which give researchers more ability to start thinking about generalizability.

With recent movements toward personalized medicine, some may say that generalizability to a broad “target population” is less important, and that what really matters is determining “what works for whom” (not “what works for everyone.”). While identifying the best treatments for individuals is important, for many questions, it is still important to understand what impacts would be in a broad target population. This includes studies of interventions that may be potentially applied to a full population, for example, whether the general population should be screened for melanoma (Helfand et al., 2001), or new guidance on when highly antiretroviral therapy should be started, as well as for when decision makers need to make decisions regarding, for example, whether a new intervention or treatment should be covered by insurance or Medicare. We also highlight that sometimes the “target population” may be a particular subpopulation of interest; for example, perhaps a decision maker is interested in determining whether a given randomized trial can be informative for decisions regarding a particular subpopulation at high risk or of primary interest (e.g., those with a particular comorbidity, or a
disadvantaged sample). As stated by Goodman, “Comparative effectiveness research (CER) is still an evolving framework for which much needs to be done to improve the ability of randomized controlled trials (RCTs) to supply the necessary evidence. Perhaps, most important is to start with a clearly specified decision and decision maker in mind when the RCTs are designed” (2012, p. 22).

As detailed above, if effects truly are constant across individuals in the population, then there will be no problems with generalizability. It is when effects vary across individuals (or schools or communities) that generalizability may be more limited. This implies that as we move more toward “personalized medicine,” with its underpinning in nonconstant treatment effects, we may need to be even more cautious regarding generalizability. This also points to a need to understand treatment effect heterogeneity and better methods for assessing variation in treatment effects, especially since trials are generally underpowered to detect effect heterogeneity. Alemayehu (2011) provides an overview of some of the considerations when assessing effect heterogeneity in CER.

It is also crucial to understand the mechanisms through which interventions work, and thus the factors that may moderate treatment effects; this is related to the selection diagrams of Bareinboim and Pearl (2013) and laying out formal diagrams of which factors and associates generalize and which do not. As stated by the GRADE* Working Group, “To determine whether important uncertainty exists, we can ask whether there is a compelling reason to expect important differences in the size of the effect” (2004, p. 5 of electronic version). One example of this is provided by Goodman (2012), who describes the Extracranial–Intracranial (ECIC) Bypass Study. Clinicians raised concerns about the lack of generalizability of that study because of concerns that the trial had not enrolled a sample that was representative of all patients at risk for stroke. However, as stated by Goodman, “the trial results turned out to be broadly generalizable because the pathophysiology of the involved system was the most generalizable element” (2012, p. 24).

The newness of methods for assessing generalizability also highlights the need for more investigation of those methods and of diagnostics for when generalization is feasible and when it is not. Some preliminary work shows limited success of methods for generalizing effects (Orr et al., 2012; Kern et al., 2016); further work needs to be done to determine which methods work best and when. If in fact analysis procedures are not promising, then new designs that are also feasible to implement are needed, perhaps through smart combining of experimental and nonexperimental evidence of treatment effects.

In summary, assessing generalizability is an exciting area that has the potential to help answer questions regarding treatment effects in target populations, making clinical trial results potentially more relevant for policy questions. However, there are still many questions regarding when it is possible to make such generalizations, and the best methods to use when
doing so. This chapter has presented some of the statistical methods that can be used to assess generalizability, as well as many directions for further research in these areas.
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ABSTRACT  A goal of comparative effectiveness research is to help stakeholders reach consensus about the benefits and harms of medical interventions, at both the individual and population levels. The Institute of Medicine and others have recognized that to advance comparative effectiveness research, it will be necessary to use evidence from data sources other
than randomized-controlled clinical trials. Different sources of evidence, such as randomized trials, observational studies, and meta-analyses, however, have strengths and weaknesses. Therefore, to help stakeholders reach consensus about the effectiveness of medical interventions, we argue it will be necessary not only to generate, but also to synthesize and weigh evidence from multiple data sources. In this chapter, we illustrate and refine an approach for using information from multiple data sources called cross-design synthesis. Cross-design synthesis is a way of thinking about and framing comparative effectiveness questions such that multiple data sources can be used together to help answer those questions. We briefly review the strengths and weaknesses of evidence generated from different study designs, introduce cross-design synthesis, and illustrate the use of cross-design synthesis with a case study investigating whether the initiation of the use of antidepressants increases the risk of suicidal behavior in depressed children and adolescents.

7.1 Introduction

A goal of comparative effectiveness research is to help stakeholders, such as patients, providers, payers, and policy makers, reach consensus about the benefits and harms of medical interventions, at both the individual and population levels. Questions that are key to effectiveness research include, for example, whether a treatment effect is homogeneous and replicable in a specific population and whether it is generalizable to other populations and settings; are there identifiable subgroups more likely to benefit or to be harmed by an intervention; and what are the gaps in understanding about the effectiveness of interventions and about practice variations in the delivery of care? Clearly, the scope of comparative effectiveness research is quite broad. The Institute of Medicine (IOM) and others have recognized that to advance comparative effectiveness research, it will be necessary to use evidence from data sources other than randomized-controlled clinical trials (Sox and Greenfield 2009). As discussed in several chapters in this volume, different sources of evidence, such as randomized trials, observational studies, and meta-analyses, however, have strengths and weaknesses. Therefore, to help stakeholders reach consensus about the effectiveness of medical interventions, we believe it will be necessary not only to generate, but also to synthesize and weigh evidence from multiple data sources (Greenhouse and Kelleher 2005).

In this chapter, we illustrate and refine an approach for using information from multiple data sources called cross-design synthesis (Droitcour et al. 1993). Cross-design synthesis is not a single methodology but rather a way of thinking about and framing comparative effectiveness questions
such that multiple data sources can be used together to help answer those questions. Utilizing state-of-the-art statistical, epidemiological, and computational methods, cross-design synthesis uses evidence from complementary studies to help answer questions about whether a treatment works across the full range of patients, providers, and settings. The reader can consult Chapter 6 for a general discussion of generalizability of results from clinical trials.

The organization of this chapter is as follows. In the next section, we briefly review the strengths and weaknesses of evidence generated from different study designs. Section 7.3 introduces cross-design synthesis and provides a formal framework for thinking about the approach. We then illustrate the use of cross-design synthesis with a case study investigating whether the initiation of the use of antidepressants increases the risk of suicidal behavior in depressed children and adolescents. We conclude the chapter with a summary and a discussion of the role of cross-design synthesis in comparative effectiveness research.

7.2 Sources of Evidence for Comparative Effectiveness Research

Randomized clinical trials (RCTs) are traditionally considered the gold standard for evaluating the efficacy of medical interventions. The RCT design permits researchers to enforce high levels of internal validity, in part, through a tightly controlled process of participant selection. Eligibility criteria for an RCT typically aim to generate a homogeneous sample of participants for whom the treatment is both safe and likely to demonstrate a beneficial effect if one exists. However, a restrictive selection process can create tension between the objectives of internal validity and generalizability. The assessment of the generalizability of RCT results is critical to help determine which interventions are most effective and safe for which patients.

Observational data, such as those obtained from health surveys, epidemiology databases, and administrative claims, are larger in size and typically more representative of the target population of interest than data from RCTs. However, the results from observational studies are often distrusted because of the concern that treatment groups are noncomparable due to selection effects. Nevertheless, observational studies are important for studying rare adverse events due to the larger size of such studies, and for assessing the generalizability of findings from academic and pharmaceutical company research to practice in the community. Methods for the analysis of observational studies are discussed in Chapters 1 through 3.

Since a single study, either an RCT or observational study, is rarely sufficient to convincingly establish a cause-and-effect relationship, especially
for questions concerning the effectiveness and/or safety of drugs or medical devices, it is necessary to use methods that combine evidence from multiple sources. As discussed in the Chapters 10 through 12 on Research Synthesis, meta-analysis of RCTs has become a key methodology for the formal accumulation and evaluation of evidence. Combining information from a number of similar randomized trials, however, often suffers from the same limitations of evidence generated from a single randomized trial, such as restrictive study inclusion/exclusion criteria, limitations on generalizability, and narrowly focused questions (see, e.g., Rothwell 2005). In addition, it is important to recognize that any meta-analysis is itself an observational study, even meta-analysis of RCTs, and therefore the evidence from a meta-analysis needs to be subjected to the same scrutiny as any observational study (see, e.g., Hammad et al. 2011).

7.3 Cross-Design Synthesis

7.3.1 Background

Concerned with the difficulties of applying results from RCTs to clinical practice, the Congress in 1992 requested the U.S. Government Accountability Office (GAO) to develop a new strategy for evaluating the effectiveness and generalizability of medical interventions. The GAO called this approach cross-design synthesis (GAO 1992; Droitcour et al. 1993). Our interest in using cross-design synthesis in comparative effectiveness research is motivated in part by the recognition that evidence about patient outcomes is available from both RCTs and observational studies, and that neither data source is perfect, in the sense that RCTs may be rigorous but restricted and observational studies more general but may be biased. Cross-design synthesis uses evidence from complementary studies to help answer questions about whether a treatment works across the full range of patients, providers, and settings. The challenge of this approach is to extract information from different kinds of research by capturing the strengths and minimizing the weaknesses of the different designs. Using state-of-the-art statistical and computational methods, we believe cross-design synthesis is a valuable methodological approach that will help advance comparative effectiveness and patient-centered outcomes research, especially when there is concern about generalizability, concern about treatment heterogeneity, and/or concern about rare adverse effects that may be undetected in usual RCT designs.

In this chapter, we illustrate the use of cross-design synthesis in the context of a case study that (i) investigates the generalizability of results from a set of RCTs and (ii) investigates the independent replication of study results across different settings and populations. First, however, we outline the broad steps for doing a cross-design synthesis.
The four major steps in using evidence from studies with complementary designs are (GAO 1992):

1. Specify the question(s) of interest and identify the target population of interest. Identify data sources, both experimental and observational, that might provide evidence about the question of interest, including RCTs, health surveys, epidemiological studies, and large administrative databases.

2. Assess existing randomized studies for generalizability, that is, external validity, across the full range of relevant patients. Evaluate studies for quality and “combinability.” Using expert judgment and methods from meta-analysis, this step requires careful review of each study with respect to its design, methods, patient selection process, and patient representativeness.

3. Assess nonexperimental or observational studies for “imbalanced comparison groups.” This step requires careful review of existing studies with respect to relevance to the question of interest and the degree of balance or imbalance of patient characteristics across the groups being compared. Then, formal methods for statistical adjustment, such as matching, linear models, weighting, and propensity scores, are used to reduce bias resulting from any imbalance in the comparison groups. Again, evaluate studies for quality and “combinability.”

4. Before synthesizing studies, adjust the results of each randomized study and each observational study, compensating for biases as needed. The methodology for this step is similar to the ones used in steps 2 and 3.

5. Address the comparative effectiveness or patient-centered outcome question of interest, whether it is synthesizing evidence for the effectiveness of an intervention, identifying adverse effects of interventions, assessing the generalizability of a result, or investigating treatment heterogeneity. Typically, in a cross-design synthesis, we will not be interested in a single summary measure, but in a systematic quantification of the evidence along with a description of variability. Formal statistical methods for combining information from diverse studies will be based on the use of Bayesian hierarchical models and methods for sensitivity analyses to assess the robustness of conclusions to the various model assumptions (e.g., Greenhouse and Iyengar 2009).

The GAO (1994) used cross-design synthesis to address the following question: Even though RCTs had shown that breast cancer patient survival rates following mastectomy and breast conservation therapy were equivalent, were the results similar in day-to-day medical practice—with its less certain
more variable quality of care? They first examined the 5-year survival results separately for single-center and multicenter randomized studies; next, they examined database records (drawn from the SEER database) for breast cancer patients treated outside of randomized studies, and performed an analysis on a set of cases that had been selected to be comparable to the kinds of patients covered in the randomized studies; the final step consisted of quantitative comparisons across study designs and a consideration of the strength of the evidence. They found that the 5-year survival results were similar across the three study types, suggesting that the treatment effect is homogeneous with respect to setting. Despite this early case study, cross-design synthesis is an idea that has had limited application.

7.3.2 Conceptual Framework for Cross-Design Synthesis

The motivation for cross-design synthesis is based on (i) an appreciation that evidence about a question of interest is available from multiple data sources, and (ii) the recognition that different study designs have different strengths, and that it cannot be assumed in combining their study results, that their strengths will be preserved while their weaknesses are eliminated. We have found that a useful statistical framework for thinking about cross-design synthesis is to conceptualize the problem of combining evidence across different study designs using the language of response surface methodology.

The original concept for cross-design synthesis, we believe, can be traced to Rubin (1990, 1992). Rubin proposed a different perspective on meta-analysis, which is useful to consider in general and is at the intellectual heart of cross-design synthesis. The idea is that the objective of combining information across studies is to build and extrapolate response surfaces in an attempt to estimate “true effects” from ideal studies rather than estimate effects as averages of effects from some population of “flawed” studies. In this approach, each study can be classified by two types of characteristics: $S$, which are variables of scientific interest (e.g., class of antidepressant, dose, diagnosis, participant age), and $D$, which are design variables (e.g., sample size, whether the study was randomized or not, investigator characteristics). If $Y$ represents the observed outcome for each study, then in principle a response surface model can be built for $Y$ given $(S,D)$ using the observed studies. However, the region where the observed data can fall is not necessarily of primary scientific interest because it reflects the various choices that were made by necessity about values of $D$. Interest would be in the extrapolated response surface, $E(Y|S,D = D_0)$ with $D$ fixed at specified ideal values, say $D_0$. Building a response surface model is a standard, though not necessarily easy, statistical task.

Rubin speculates on a number of intriguing practical implications that follow from this perspective. For example, there is no need to be selective about which studies to include in a research synthesis since all studies contribute to the estimate of the response surface and modeling will automatically
downweight poorer studies. Also, this approach will provide guidance in the choice of new studies to add to the database based on choosing studies, that is, values of $S$ and $D$, which increase the precision of estimation of the response surface, $E(Y|S, D)$. Finally, this framework readily allows focus to be moved to patient-centered inference by examining the response surface where the scientific values $S$ are set at individual patient-relevant values.

The basis for this conceptualization is grounded in ideas underlying response surface methodology, hierarchical statistical models, and statistical methods for causal inference and missing data. As far as we know, this response surface approach has not been used in practice and we appreciate that a number of details of implementation remain to be developed. Many of these details, however, will be context specific.

### 7.4 Case Study

One possible explanation for differences in results between RCTs and observational studies could be due to the fact that these studies are sampling from different patient populations. A strategy for assessing the generalizability of samples obtained in randomized trials is to compare study samples to target populations on measured characteristics that might directly modify outcomes or are correlated with unmeasured variables that might modify outcomes (Greenhouse et al. 2008). If the treatment interacts with some characteristic to produce an outcome that depends on the treatment-by-characteristic combination, a situation called treatment heterogeneity, then generalizing results from a single study to the larger target population may not be appropriate (Longford 1999). Thus, if such a comparison shows that the study population is “similar” to the target population, then we would be more confident in making inferences from the former to the latter. If, however, the two populations are shown to be dissimilar and there is treatment heterogeneity, there would be reason to be cautious about generalizing the study results.

In the following case study, we will describe and illustrate how we can use cross-design synthesis to make what we call generalizability judgments. Specifically, we are concerned with the generalizability of results from RCTs and the identification of subpopulations that either benefit or are harmed by an intervention. The case study is concerned with the evidence for an increased risk of suicidal behavior in depressed children and adolescents who are treated with antidepressants. Our goal is to illustrate the practice of evidence synthesis from multiple data sources in the context of this real and compelling question about the harmful effects of a medical intervention. (For other examples, see Horwitz et al. 1990; Hernán et al. 2008).
7.4.1 Background

In 2004, the Food and Drug Administration (FDA) issued a black box warning advising physicians and patients that antidepressant use is associated with an increased risk of suicidality, that is, suicidal ideations or suicidal behavior, in youths. The basis for the black box warning was a meta-analysis of 24 randomized placebo-controlled efficacy trials for different psychiatric disorders, involving nearly 4,600 children and adolescents. Although the FDA found that youths receiving antidepressants were twice as likely to have suicidal ideation and behaviors as youths receiving placebo (Hammad et al. 2006) and concluded that “[T]here is a causal link between the newer antidepressants and pediatric suicidality” (Leslie et al. 2005), these conclusions and the box warning have been controversial.

Concerns related to the strength of evidence from the FDA meta-analysis included the choice of outcome and the exclusion of high-risk cases from the randomized trials. Specifically, critics noted that there is only weak evidence for an association in this age group between suicidal ideation, a component of the FDA primary composite outcome they called suicidality, and suicidal behavior (either attempts or suicides) (Klein 2006; Baldessarini et al. 2006). In addition, all but one of the primary trials used in the FDA meta-analysis excluded patients who had serious comorbidities and/or were at high risk of suicide, raising questions about the generalizability of the FDA results (Posner et al. 2007; Greenhouse et al. 2008; Weisberg et al. 2009).

Attempts to replicate the FDA finding have been mixed. Because suicide and suicide attempts are rare, randomized trials designed to examine the safety of antidepressants in children and adolescents are prohibitively costly and may now be unethical. As a result, many investigators have turned to observational studies for evidence about the safety of antidepressants. For example, a case–control study using national Medicaid data on depressed inpatients found that antidepressants increased the risk of suicide attempts and suicide in children and adolescents (Olfson et al. 2006), a result similar to the FDA’s finding. Further, a meta-analysis of five observational studies that reported completed or attempted suicide in depressed youth found a nearly twofold increase in risk among selective serotonin reuptake inhibitor (SSRI) users, a specific class of antidepressants (Barbui et al. 2009). Valuck et al. (2004), however, using a propensity-adjusted retrospective cohort study of over 24,000 newly diagnosed depressed adolescents from a managed care database, found that treatment with SSRIs was not significantly associated with risk of suicide attempt. Others, using claims data, found that the period of greatest risk for suicide and suicide attempt appeared to be in the month before starting antidepressant treatment and that risk decreased following the initiation of treatment (Gibbons et al. 2007; Simon et al. 2006; Simon and Savarino 2007).

Clearly, there are many challenges to assessing the safety of antidepressant use in youth with respect to suicidal outcomes. Experimental studies are
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typically not sufficiently generalizable, whereas observational studies, while much larger in size, often suffer from noncomparable treatment groups due to selection effects (Horwitz et al. 1990). Since there is a lack of consensus about the harmful effects of antidepressants in youth and to address issues raised by critics of the FDA findings, we have investigated the evidence for an increased risk of suicidal behavior in youth using cross-design synthesis. One motivation for our cross-design synthesis is the concern about the generalizability of the findings from the FDA’s meta-analysis due to the explicit exclusion of patients at high risk of suicide from nearly all of the randomized trials, a critical subset of the population affected by the black box warning. To the degree that these exclusion criteria restricted the representativeness of the study samples resulting in a biased estimate of risk, generalizations to the larger target population could be limited.

Our cross-design synthesis uses a subset of studies from the database of randomized-controlled clinical trials used by the FDA as the source of evidence for the 2004 black box warning, and the IMS LifeLink Health Claims database, the largest commercially available U.S. database of longitudinal healthcare claims (IMS LifeLink® 2009). Our work consists of three phases corresponding to three complementary sources of evidence:

**Phase I.** We conduct a new meta-analysis using (i) just the subset of depression trials from the FDA RCT database and (ii) suicidal behavior, not suicidality, as the outcome of interest. This phase will provide us with a database from which we can characterize the patients who participated in the randomized trials and obtain an estimate of risk that will help inform the analysis of the observational data.

**Phase II.** Using the observational IMS LifeLink claims data, we investigate the risk of suicide attempt due to antidepressant use in depressed youths. The IMS LifeLink database is representative of the commercially insured pediatric population affected by the FDA’s black box warning (Libby et al. 2007).

**Phase III.** Finally, we select a nonrandom subset of patients from the IMS LifeLink cohort based on exclusion criteria typically used to identify patients for participation in antidepressant RCTs. We simulate a randomized trial using the claims data by excluding patients who would typically be ineligible for an antidepressant trial, balancing treatment groups using propensity score adjustment, and finding an estimate of risk using regression models. In addition, to assess the selection effect of the trial exclusion criteria, we compare the estimate of risk from Phase III to the risk obtained in the unrestricted IMS LifeLink cohort in Phase II. To investigate the convergence of evidence from the different data sources and analyses, we also compare the risk estimate obtained from the meta-analysis of the RCT data in Phase I to the estimates of risk found in the claims data in Phases II and III.
In summary, the goal of our case study is to investigate the replicability and the generalizability of the FDA meta-analysis of the harmful effects of antidepressant medication in children and adolescents that resulted in a black box warning.

7.4.2 Methods

7.4.2.1 Phase I: Meta-Analysis

Details about the 24 pediatric antidepressant-randomized trials used in the FDA meta-analysis and the results of the FDA analyses have been published elsewhere (Hammad et al. 2006). Table 7.1 presents features of the primary studies in the original FDA meta-analysis. To align these RCT studies with the outcome typically available from observational studies, our primary outcome is suicidal behavior and not suicidality. Because there were no completed suicides in the primary RCT studies, the FDA defined suicidal behavior to be the union of the Columbia code 1 “suicide attempt” and code 2 “preparatory actions toward imminent suicidal behavior” (Posner et al. 2007). In addition, we also restrict our meta-analysis to the subset of 16 depression trials. We limited our meta-analysis to the depression RCTs included in the FDA database to ensure reliability of the outcome, as assessed by the Columbia group (FDA Report 2004), and comparability with Hammad et al. (2006). Our data source is the FDA Report (2004).

7.4.2.1.1 Data Analysis

We calculated a fixed-effects, Mantel–Haenszel estimate of the relative risk of suicidal behavior for antidepressant use versus placebo and its confidence

| TABLE 7.1 |
| FDA Meta-Analysis: Study-Level Characteristics |

<table>
<thead>
<tr>
<th>Drug Class</th>
<th>Number of Studies</th>
<th>Diagnosis</th>
<th>Number of Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>SSRI</td>
<td>16</td>
<td>MDD</td>
<td>16</td>
</tr>
<tr>
<td>Celexa</td>
<td>2</td>
<td>OCD</td>
<td>4</td>
</tr>
<tr>
<td>Luvox</td>
<td>1</td>
<td>Anxiety</td>
<td>3</td>
</tr>
<tr>
<td>Paxil</td>
<td>5</td>
<td>ADHD</td>
<td>1</td>
</tr>
<tr>
<td>Prozac</td>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zoloft</td>
<td>3</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Trial Length (4–16 Weeks)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atypical</td>
</tr>
<tr>
<td>Effexor</td>
</tr>
<tr>
<td>Remeron</td>
</tr>
<tr>
<td>Serzone</td>
</tr>
<tr>
<td>Wellbutrin</td>
</tr>
</tbody>
</table>
interval (Woodward 2005). For comparability, we follow the FDA’s analytic approach and added 0.5 to all cells of studies that had events in only one arm. The FDA approach, however, excluded information from the five studies that had no events. We replicated all analyses using alternative measures of risk, including the odds ratio and the incidence rate ratio. As a sensitivity analysis that allowed us to use the results from all 16 studies, we also calculated a Bayes estimate of risk and a 95% credible interval using several different prior distributions (Kaizar et al. 2006). This analysis also takes into account any between-study variability.

7.4.2.2 Phase II: LifeLink Cohort

The observational data for this study were drawn from the IMS LifeLink Health Plan Claims Database, the largest commercially available database of longitudinal healthcare claims in the United States. The data included integrated medical, specialty, facility, and pharmacy paid claims from January 1998 to December 2008 for more than 95 managed care plans and represent approximately 42 million covered lives. Data were unidentified and anonymous, and therefore an expedited review was obtained from the Colorado Multiple Institutional Review Board.

Using the IMS LifeLink data, we created a cohort of subjects with new episodes of depression based on the following specifications of the National Committee for Quality Assurance Health Plan and Employer Data and Information Set: (1) an ICD-9 diagnostic code of 296.2, 296.3, 300.4, or 311 (major depressive disorder, single or recurrent episode; neurotic depression; and depression not otherwise specified, respectively); (2) at least 90 days prior to the depression diagnosis with no claims for an antidepressant; and (3) at least 120 days prior to the depression diagnosis with no claims with a depression-related diagnosis (Scholle 2005). Subjects aged 18 years and older were excluded, resulting in a pediatric cohort of subjects aged 5–17 years. Only depression episodes between January 1, 1999 and June 30, 2008 were included. For each subject, the earliest depression episode during this time period was identified as the index depression episode. Subjects were required to have at least 12 months of eligibility prior to their depression episode and 6 months of eligibility following their depression episode. The resulting pediatric depressed cohort, which we call the LifeLink cohort, included 52,293 subjects aged 5–17 years.

7.4.2.2.1 Treatment Groups

Treatment groups were defined based on receipt of an antidepressant, SSRI or other, and/or psychotherapy following the index depression episode. SSRI monotherapy treatment was defined as one or more fills of the same SSRI, with the first fill being within 30 days of the index depression episode start. Psychotherapy treatment was defined as two or more psychotherapy visits
within 90 days of the index depression episode start. Using these definitions, five mutually exclusive treatment groups were identified:

1. “SSRI, No-psychotherapy” included subjects who received SSRI treatment but no psychotherapy treatment.
2. “SSRI + Psychotherapy” included subjects who received both SSRI treatment and psychotherapy.
3. “Psychotherapy, No-antidepressant” included subjects who received psychotherapy but no antidepressants during the follow-up period.
4. “No-treatment” included subjects who did not receive psychotherapy and received no antidepressant treatment during follow-up.
5. “Other-antidepressant” treatment included subjects who received a non-SSRI antidepressant during follow-up or received their first SSRI more than 30 days after the index depression episode start.

7.4.2.2.2 Suicide Attempt

The first suicide attempt was identified using the Centers for Disease Control and Prevention (2011) recommended framework of E-code groupings for self-inflicted injury: ICD-9 codes E950-E959 and ICD-10 codes X60-X84 and Y87.0. The use of these codes, we believe, will provide a conservative estimate of suicidal behavior. Furthermore, any bias due to the use of these codes should be evenly distributed among treatment groups.

7.4.2.2.3 Study Period

Each subject’s study period began with the start of their index depression episode and ended 6 months later or when the first claim indicating an attempt was seen, whichever came first. In an attempt to emulate a randomized trial intent-to-treat analysis, subjects remained assigned to their initial treatment group throughout their 6-month study period.

7.4.2.2.4 Data Analysis

Because of its size and representativeness, we consider the IMS LifeLink cohort to be our population of interest. The crude rate ratios in this cohort are then the parameters that represent the associations of interest.

7.4.2.3 Phase III: Restricted Cohort

The five most common exclusion criteria for trial participation found in almost all of the 16 FDA depression-randomized trials were (1) lifetime suicidal tendencies, risk, ideation, or self-inflicted injury; (2) current schizophrenia diagnosis; (3) current or lifetime history of drug or alcohol dependence diagnosis; (4) current bipolar I or II diagnosis; and (5) currently pregnant or sexually active females not using medically accepted means of contraception. We defined “current” as occurring during the 12 months prior to or 6 months
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7.4.2.3.1 Data Analysis

The distributions of demographic characteristics in the Restricted cohort were compared statistically to the corresponding characteristics in the unrestricted LifeLink cohort for the SSRI-only and the No-treatment groups. We used large, one-sample tests for proportions and for means, treating the LifeLink cohort parameters as fixed and known.

Our primary comparison of interest was the “SSRI, No-psychotherapy” group versus the “No-treatment” group. A secondary comparison of interest was the “Other-antidepressant” treatment group versus “No-treatment.” To address the issue of nonrandom allocation to treatment group, a two-stage propensity analysis approach was used to estimate adjusted rate ratios for the Restricted cohort (Rubin 1997). First, we estimated the propensity to be in a particular treatment group compared to its referent group using logistic regression. These propensity models were adjusted for age, gender, region, Medicaid status, number of SSRI trials during the 12 months prior to the index depression episode (one or more vs. none), and a linear and quadratic term for year relative to 2003 (FDA’s first risk communication regarding increased suicide risk in pediatric patients). We assessed the fit of the models using the Hosmer–Lemeshow test, and the success of the models to balance treatment groups using propensity score stratification. Next, we used Poisson regression models to estimate the propensity-adjusted risk of suicide attempt, adjusting for propensity score, age, gender, region, and Medicaid status (D’Agostino 1998; Rubin 2010). All data manipulations and statistical analyses used SAS version 9.2 (2008).

7.5 Results

7.5.1 Phase I: Meta-Analysis

Figure 7.1 displays a forest plot for the meta-analysis of the depression trials. Each row in the top part of the figure presents a study-wise estimate of the relative risk and its 95% confidence interval. For the five studies that had no
### Methods in Comparative Effectiveness Research

#### RCT data: Phase I

<table>
<thead>
<tr>
<th>Study name</th>
<th>Relative Risk (95% CI)</th>
<th>Events/Total</th>
<th>Relative risk and 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Citalopram 94404</td>
<td>2.90 (0.60–14.10)</td>
<td>6/124</td>
<td>Decreased risk</td>
</tr>
<tr>
<td>Citalopram CIT-MD-18</td>
<td>0.91 (0.06–14.39)</td>
<td>1/93</td>
<td></td>
</tr>
<tr>
<td>Fluoxetine HCCJ</td>
<td>0.30 (0.01–7.02)</td>
<td>0/21</td>
<td></td>
</tr>
<tr>
<td>Fluoxetine X065</td>
<td>5.00 (0.25–101.48)</td>
<td>2/48</td>
<td></td>
</tr>
<tr>
<td>Fluoxetine TADS</td>
<td>5.14 (0.25–105.78)</td>
<td>2/109</td>
<td></td>
</tr>
<tr>
<td>Paroxetine 329</td>
<td>4.73 (0.23–97.25)</td>
<td>2/93</td>
<td></td>
</tr>
<tr>
<td>Paroxetine 377</td>
<td>1.32 (0.26–6.67)</td>
<td>5/180</td>
<td></td>
</tr>
<tr>
<td>Paroxetine 701</td>
<td>4.90 (0.24–100.93)</td>
<td>2/104</td>
<td></td>
</tr>
<tr>
<td>Sertraline A0501001</td>
<td>2.82 (0.12–68.26)</td>
<td>1/97</td>
<td></td>
</tr>
<tr>
<td>Sertraline A0501017</td>
<td>0.51 (0.05–5.48)</td>
<td>1/92</td>
<td></td>
</tr>
<tr>
<td>Venlafaxine 384</td>
<td>2.77 (0.11–67.10)</td>
<td>1/102</td>
<td></td>
</tr>
<tr>
<td>Overall fixed effects</td>
<td>2.00 (1.01–3.96)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bayes</td>
<td>2.10 (0.96–4.12)**</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Observational data: Phases II–III

<table>
<thead>
<tr>
<th></th>
<th>Relative risk and 95% CI</th>
</tr>
</thead>
<tbody>
<tr>
<td>Restricted cohort</td>
<td>2.29 (1.10–5.10)</td>
</tr>
<tr>
<td>Lifelink cohort</td>
<td>2.69</td>
</tr>
</tbody>
</table>

*The five RCTs that did not have events in either the treated or placebo study groups were excluded from the fixed-effects meta-analysis but were included in the Bayes analysis: Fluoxetine HCJE (0/109 [treated], 0/110 [placebo]); Nefazodone CN104-141 (0/95, 0/95); Nefazodone CN104-187 (0/184, 0/94); Mirtazapine 003-045 (0/170, 0/89); and Venlafaxine 382 (0/80, 0/85).**95% credible interval.

**FIGURE 7.1**

Forest plot on the relative risk scale comparing the risk of suicidal behavior for treatment with SSRI alone versus No-treatment for Phases I–III. The solid vertical line at 1 indicates the value corresponding to no risk. Each row gives an estimate of the relative risk and 95% confidence interval for each study in the meta-analysis of the RCT data (Phase I). Studies without an estimate or confidence interval had no events. A Mantel–Haenszel pooled estimate of relative risk with a 95% confidence interval based on a fixed-effects model is presented, as well as a Bayes estimate of risk with a 95% credible interval. The estimate of risk and confidence interval for the Restricted cohort (Phase III) is based on a propensity score analysis and a Poisson regression model. See the text for details. The triangle (▲) and dotted vertical line denote the calculated relative risk (RR = 2.7) in the unrestricted LifeLink cohort.

The relative risk is not calculable. We see that each study-wise risk is not statistically significant since the confidence interval contains 1. However, the fixed-effects, pooled estimate of the relative risk of suicidal behavior in children receiving antidepressants relative to placebo is 2.0 (95% confidence interval 1.01–3.95; p-value = 0.046) and is statistically significant. Finally, the Bayesian analysis yields an estimate of relative risk of 2.1 (95% credible interval 0.96–4.12), and the posterior probability that the relative risk is greater than 1 is 0.96. There was no significant between-study variability.

### 7.5.2 Phase II: IMS LifeLink Cohort

The IMS LifeLink cohort included 52,293 patients. After applying the trial exclusion criteria, 39,396 (75%) were eligible for our Restricted cohort (see Figure 7.2). Table 7.2 presents the sociodemographic characteristics for the
LifeLink cohort
\( n = 52,293 \)

SSRI, no psychotherapy
\( n = 6,872 \)

SSRI + psychotherapy
\( n = 10,949 \)

Psychotherapy, no AD
\( n = 10,187 \)

No treatment
\( n = 6,677 \)

Other AD treatment
\( n = 17,608 \)

Exclusion criteria:
1. One or more of five criteria (\( n = 12,823 \)):
   - Suicidal tendencies
   - Schizophrenia
   - Bipolar
   - Drug/alcohol dependence
   - Pregnant/sexually active; OR
2. Attempters within 7 days of episode start (\( n = 74 \))

Restricted cohort
\( n = 39,396 \)

SSRI, no psychotherapy
\( n = 5,574 \)

SSRI + psychotherapy
\( n = 8,009 \)

Psychotherapy, no antidepressant
\( n = 7,568 \)

No treatment
\( n = 5,109 \)

Other antidepressant treatment
\( n = 13,136 \)

FIGURE 7.2
Consort flow chart. The flow chart depicts the creation of the Restricted cohort from the LifeLink cohort and the distribution of treatment modalities. The LifeLink cohort included 52,293 new episode depressed youths who were split into five mutually exclusive treatment groups. To create the Restricted cohort, youths were excluded from the LifeLink cohort based on having at least one of the RCT-identified exclusion criteria or had a suicide attempt within 7 days of episode start (see the text for details).
<table>
<thead>
<tr>
<th></th>
<th>LifeLink Cohorta</th>
<th>Restricted Cohortb</th>
<th>SSRI, No Psychotherapy</th>
<th>SSRI + Psychotherapy</th>
<th>Psychotherapy, No AD</th>
<th>No Treatment</th>
<th>Other Treatment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Female (%)</td>
<td>30,765 (59%)</td>
<td>23,136 (59%)</td>
<td>3,537 (63%)</td>
<td>4,939 (62%)</td>
<td>4,185 (55%)</td>
<td>2,909 (57%)</td>
<td>7,566 (58%)</td>
</tr>
<tr>
<td>Mean age in years (SD)</td>
<td>14.5 (2.5)</td>
<td>14.3 (2.6)</td>
<td>14.8 (2.3)</td>
<td>14.4 (2.5)</td>
<td>13.8 (2.8)</td>
<td>14.3 (2.5)</td>
<td>14.3 (2.6)</td>
</tr>
<tr>
<td>Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>East (%)</td>
<td>8,154 (16%)</td>
<td>5,739 (15%)</td>
<td>540 (10%)</td>
<td>1,227 (15%)</td>
<td>1,479 (19%)</td>
<td>693 (14%)</td>
<td>1,800 (14%)</td>
</tr>
<tr>
<td>Midwest (%)</td>
<td>31,778 (61%)</td>
<td>24,172 (61%)</td>
<td>3,108 (56%)</td>
<td>5,079 (63%)</td>
<td>4,577 (60%)</td>
<td>3,151 (62%)</td>
<td>8,257 (63%)</td>
</tr>
<tr>
<td>South (%)</td>
<td>5,628 (11%)</td>
<td>4,286 (11%)</td>
<td>796 (14%)</td>
<td>906 (11%)</td>
<td>632 (8%)</td>
<td>510 (10%)</td>
<td>1,442 (11%)</td>
</tr>
<tr>
<td>West (%)</td>
<td>6,733 (13%)</td>
<td>5,199 (13%)</td>
<td>1,130 (20%)</td>
<td>797 (10%)</td>
<td>880 (12%)</td>
<td>755 (15%)</td>
<td>1,637 (12%)</td>
</tr>
<tr>
<td>Medicaid claim (%)</td>
<td>2,370 (4%)</td>
<td>1,728 (4%)</td>
<td>318 (6%)</td>
<td>224 (3%)</td>
<td>308 (4%)</td>
<td>275 (5%)</td>
<td>603 (5%)</td>
</tr>
</tbody>
</table>

a LifeLink cohort includes attempters within 7 days of episodes start.
b Restricted cohort excludes attempters within 7 days of episode start.
IMS LifeLink cohort and Restricted cohort, respectively, as well as by treatment group within the Restricted cohort. There are no statistically significant differences between the sociodemographic variables in the Restricted cohort and the IMS LifeLink cohort. This suggests that the Restricted cohort is statistically representative of the unrestricted cohort. The mean age of the Restricted cohort was 14.3 years, and more than half were girls (59%), quite similar to the gender and age distributions of the subjects in the pediatric SSRI trials found in the FDA’s meta-analysis (Bridge et al. 2007). Because patients were not randomly assigned to treatments, it is not surprising that the distributions of sociodemographic characteristics varied significantly across the different treatment groups, indicating the need to statistically adjust for these confounders. We implemented these adjustments using propensity scores and regression models.

### 7.5.3 Phase III: Restricted Cohort

Our propensity score models fit the data well (e.g., Hosmer–Lemeshow test, \( p = 0.72 \)) and successfully balanced treatment group assignments as assessed by propensity score stratification. Table 7.3 presents the results of our primary analysis comparing the “SSRI, No-psychotherapy” group to “No-treatment,” the comparison most similar to the trial meta-analysis. Since the FDA black box warning included all antidepressants, we also present the comparison of the “Other-antidepressant” to the “No-treatment group.” As noted earlier, the results for the IMS LifeLink cohort included all patients starting from day of diagnosis whereas the Restricted cohort excluded attempters within the first 7 days of diagnosis. The crude relative risk in the IMS

<table>
<thead>
<tr>
<th>Group</th>
<th>( n )</th>
<th>Total Number of Events</th>
<th>Number of Events per 10,000 Subjects</th>
<th>Crude Relative Risk</th>
<th>Adjusted Rate Ratio(^c) (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LifeLink cohort(^a)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSRI, no psychotherapy</td>
<td>6,872</td>
<td>63</td>
<td>91.7</td>
<td>2.7</td>
<td></td>
</tr>
<tr>
<td>Other AD treatment</td>
<td>17,608</td>
<td>305</td>
<td>173.2</td>
<td>5.0</td>
<td></td>
</tr>
<tr>
<td>No treatment (referent group)</td>
<td>6,677</td>
<td>23</td>
<td>34.4</td>
<td>1.0</td>
<td></td>
</tr>
<tr>
<td><strong>Restricted cohort(^b)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SSRI, no psychotherapy</td>
<td>5,574</td>
<td>25</td>
<td>44.9</td>
<td>2.5</td>
<td>2.3 (1.1, 5.1)</td>
</tr>
<tr>
<td>Other AD treatment</td>
<td>13,136</td>
<td>107</td>
<td>81.5</td>
<td>4.6</td>
<td>4.5 (2.3, 8.9)</td>
</tr>
<tr>
<td>No treatment (referent group)</td>
<td>5,109</td>
<td>9</td>
<td>17.6</td>
<td>1.0</td>
<td>1.0</td>
</tr>
</tbody>
</table>

\(^a\) LifeLink cohort includes attempters within 7 days of episode start.

\(^b\) Restricted cohort excludes attempters within 7 days of episode start.

\(^c\) Restricted cohort estimates adjusted for propensity score, age, gender, region, and Medicaid status.
LifeLink cohort is 2.7 for the “SSRI, No-psychotherapy” group and 5.0 for the “Other-antidepressant” group, indicating that youths in the unrestricted cohort receiving any antidepressant monotherapy were at increased risk of suicide attempts. In the Restricted cohort, the adjusted rate ratio for suicide attempts for children and adolescents who received SSRI alone was 2.3 times greater than in the “No-treatment” group (95% confidence interval 1.1–5.1), a result remarkably close to

1. The estimate of risk from our meta-analysis of the trial data
2. The “population” risk in the IMS LifeLink cohort (see Figure 7.1)
3. The estimates in Hammad et al. (2006) and Valuck et al. (2004)

The adjusted relative risk in the Restricted cohort for the “Other-antidepressant” group is 4.5 (95% confidence interval 2.3–8.9), which is highly statistically significant. We note that the relative risk confidence intervals for the “SSRI-alone” group and the “Other-antidepressant” group overlap suggesting that the risk of suicidal behavior between these classes of antidepressants is not statistically significant (see also Schneeweiss et al. 2010; Cooper et al. 2014). Finally, we note that analyses of the Restricted cohort that included patients with suicide attempts within 7 days of diagnosis yielded nearly identical results.

7.6 Discussion

7.6.1 Case Study

We examined the risk of suicidal behavior with the initiation of antidepressant treatments in children and adolescents with major depressive disorder using two complementary data sources: randomized placebo-controlled trials where suicidal behavior was reported as an adverse effect and a large commercial database of longitudinal health claims. In our cross-design synthesis, we found at least a twofold increase in risk of suicidal behavior among antidepressant users. These results are similar to the results from the FDA’s meta-analysis that was the basis for the black box warning. Our findings, however, differ from the FDA’s in two important ways: our primary outcome was suicidal behavior not suicidality, and our results are generalizable to youths who would ordinarily be excluded from participation in randomized trials.

Our findings were robust across a variety of scenarios. For example, in the unrestricted IMS LifeLink cohort, we found a consistent increased risk of suicide attempts of at least 2.7 across all antidepressant treatment modalities. We also investigated the effect of selection due to excluding high-risk patients. There was little difference between the risks in the unrestricted and
the restricted cohorts for the two antidepressant monotherapy groups, suggest- 
gesting that the exclusion of patients based on the RCT exclusion criteria did 
not bias these estimates of risk. Thus, using multiple data sources, we find 
the weight of evidence compelling that a subset of youths initiating treatment 
with antidepressants are at increased risk of suicidal behaviors.

We have previously noted the limitations of using meta-analysis of ran-
domized trials alone for these purposes, especially when outcomes are rare 
or treatment response or implementation is heterogeneous (Greenhouse and 
Kelleher 2005). Similarly, the limitations of large observational databases are 
also well known (Rubin 2010). The major concern for the latter is that alter-
native explanations, such as pretreatment differences between groups, could 
account for the observed increase in risk. In part, the convergence of evidence 
from multiple data sources, including randomized trial data, is reassuring 
that this is not the case. Finally, our use of sensitivity analyses also contributes 
to the robustness of our results.

In summary, the results of our cross-design synthesis show a convergence 
of evidence regarding the initiation of antidepressant treatment and an 
increased risk of suicidal behavior in a subset of youth with major depres-
sion. These results do not mean that antidepressant treatment is ineffective 
in relieving symptoms in a majority of depressed youths. These results, how-
ever, do identify a gap in our understanding about who is at risk and imply 
the need for further research to identify additional risk factors for this vul-
nerable subgroup to insure that children and adolescents with depression 
receive optimal treatment.

7.6.2 Cross-Design Synthesis

The use of cross-design synthesis in comparative effectiveness research is 
motivated in part by the recognition that evidence about patient outcomes 
is available from both RCTs and observational studies, and that neither data 
source is perfect, in the sense that RCTs may be rigorous but restricted, and 
observational studies more general but may be biased. Cross-design syn-
thesis uses evidence from complementary studies to help answer questions 
about whether a treatment works across the full range of patients, providers, 
and settings. The challenge of this approach is to extract information from 
different kinds of research by capturing the strengths and minimizing the 
weaknesses of the different designs. Using state-of-the-art statistical and 
computational methods, such as hierarchical Bayesian models and propen-
sity score matching, we believe cross-design synthesis is a valuable method-
ological approach that will help advance comparative effectiveness and 
patient-centered outcomes research, especially when there is concern about 
generalizability, treatment heterogeneity, and/or rare adverse effects.

Demonstrating a cause-and-effect relationship continues to be a challeng-
ing problem in the biomedical and public health sciences in general, and for 
comparative effectiveness research in particular. Nevertheless, public health
agencies, such as the FDA, must make such determinations using the best available evidence (Hamburg and Sharfstein 2009). In our opinion, an underlying component of the controversy around the FDA’s original finding of an increased risk of suicidality in pediatric antidepressant users was, in part, one of advocacy that pitted a belief in the value of evidence from randomized studies against the value of evidence from observational studies, sadly, a debate that continues even 10 years after the black box warning (see Stone 2014; Friedman 2014). Since a single study is rarely sufficient to show causation, especially for questions concerning the efficacy and/or safety of drugs, it is necessary to use methods that synthesize evidence from multiple sources. Our analysis demonstrates that evidence from both types of studies is valuable. Cross-design synthesis provides a methods template for the synthesis of evidence across complementary study designs. The strengths of cross-design synthesis include the ability to investigate the generalizability of trial results, the ability to synthesize evidence from multiple data sources, including experimental and observational studies, and the ability to generate new evidence. To answer important and similarly challenging healthcare questions when randomized trials are not adequate or not feasible, it will be necessary to use evidence from multiple data sources. We believe that the careful use of cross-design synthesis provides a foundation for generating and synthesizing evidence that is vital for advancing comparative effectiveness research.
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ABSTRACT We survey concepts of heterogeneity of treatment effects (HTE) in the context of comparative effectiveness research and address variability of individual causal effects (person-level HTE) and variability of conditional average causal effects (group-level HTE or effect measure modification). We provide an overview of statistical methods for quantifying and testing HTE in randomized trials and observational studies and address the reporting and interpretation of such analyses in the biomedical literature. Using data from a clinical trial of diabetes prevention, we illustrate the concepts and methods discussed in the chapter. Finally, we touch upon the role of HTE assessment in meta-analyses and decision analyses.

8.1 Background

The core questions of comparative effectiveness research (CER)—which treatment works best, for whom, and under what circumstances—revolve around the idea that treatment effects vary among patients and settings [1]; this variability is termed heterogeneity of treatment effects (HTE). The careful assessment of HTE is an important CER activity because the presence of identifiable heterogeneity has practical implications for patient-centered care: HTE across measurable factors can be used to tailor treatment strategies to the needs of individuals (personalized medicine) and to identify whether particular subgroups of patients receive benefit or harm from treatment [2,3,142]. In addition, HTE is a key consideration when assessing the applicability and generalizability of study findings to a target population (see, e.g., Chapters 6 and 7 of this book).

Clinicians intuitively understand that no two patients are identical because the mechanisms of disease are diverse and because patients have biological differences in drug metabolism, live in different environments, and adhere variably to treatment. Thus, most clinicians believe that HTE is pervasive in their practice. However, statistical analyses, even when based on large randomized trials, rarely identify factors that reliably predict differential treatment effectiveness. This leaves clinicians with an evidence base composed principally of average trial results, which is often incongruent with their intuition derived from treating patients who appear to vary in their treatment responses. Furthermore, clinical practice guidelines rarely make targeted treatment recommendations [4,5].

In this chapter, we provide a causal definition of HTE and draw distinctions between effect heterogeneity and various concepts of interaction. We
illustrate the relationship between effect modification and deviation from additivity in regression models and discuss issues that arise in analyses that aim to identify HTE using data from randomized trials and observational studies. We also briefly discuss the role of HTE in meta-analyses, and decision and cost-effectiveness analyses.

8.2 Concepts of HTE

We examine concepts of HTE in the Neyman–Rubin potential outcomes (counterfactual) causal framework already discussed in Chapters 1, 2, and 6 of this book [6,7]. We adopt the counterfactual perspective [8] because it is applicable to both observational and randomized studies of interventions [9]. The topics developed in this chapter have close connections to concepts of variation of causal effects under alternative accounts of causality, including Pearl’s nonparametric structural equation modeling approach using directed acyclic graphs [10,11] and Rothman’s sufficient-component cause theory [12,13]. A detailed exploration of these alternative frameworks is beyond the scope of this chapter and interested readers should consult other sources [14].

Throughout, we assume that study participants are sampled from an infinite population and that we are interested in estimating causal effects in that population. We adopt a deterministic counterfactual model; extension to the stochastic case is possible [15] but not pursued here. To introduce some notation, the potential outcome under treatment \( A = a \) is a random variable \( Y_a \). A study collects data on \( n \) individuals; for the \( i \)th individual, with \( i = 1, \ldots, n \), the potential outcome under treatment \( A = a \) is \( Y_a \). This outcome is called “potential” because it is only realized if the individual actually receives treatment \( A = a \). We observe independent copies of \((Y, X, A)\), where \( Y \) is the observed outcome, \( X \) is a vector of covariates (measured at baseline and possibly high-dimensional), and \( A \) is the treatment. We adopt the convention of using capital letters for random variables and lowercase letters for realizations. To simplify exposition, we focus on a case with only two possible treatments; extensions to the case of multiple treatments are fairly straightforward. We sometimes refer to the two treatments as the “treatment” and “control” exposures and the corresponding participant groups as the “treatment” and “control” groups; however, both groups may receive active care. We assume consistency (i.e., that the observed outcome \( Y \) equals the counterfactual outcome \( Y_a \) for those receiving \( A = a \)), no interference (i.e., that treatment of any one individual does not influence the potential outcomes of other individuals in the population), no “hidden versions” of treatment, no measurement error, and no dropouts [16–18]. Chapters 1 through 3 of this book provide additional background on causal assumptions. We only
consider point exposures because this is adequate for conceptualizing analyses in simple parallel randomized trials that aim to assess HTE for being assigned to the treatments under study. The more general longitudinal causality theory of Robins can be used to address effect heterogeneity when the exposure is time-varying [19,20].

We define **person-level treatment effects** as contrasts between **potential outcomes**, under the different treatments being compared. Thus, when comparing treatments $A = 1$ and $A = 0$, the treatment effect for the $i$th individual is

$$\Delta_i = Y^1_i - Y^0_i.$$  

Although the definition of person-level treatment effects as contrasts of potential outcomes is conceptually appealing, for each person at a given time point, we can only observe one of the potential outcomes (the “factual” outcome), while the other potential outcome is not observed (it remains counterfactual). Under our causal assumptions, the relationship between the observed ($Y$) and potential outcome random variables is

$$Y = AY^1 + (1 - A)Y^0.$$  

It follows that the person-level treatment effects are in general not identifiable; this is known as the **fundamental problem of causal inference** [21]. Nevertheless, counterfactuals provide a powerful means for modeling causal effects [22]. For example, we can now use them to define person-level HTE:

**Definition 8.1 (Person-level HTE)**

Heterogeneity of person-level treatment effects exists when, for at least two individuals, $i$ and $j$, we have that $\Delta_i \neq \Delta_j$ or, equivalently, $Y^1_i - Y^0_i \neq Y^1_j - Y^0_j$.

The average treatment effect, $\psi$, is the expectation of the person-level effects: $\psi = E[\Delta_i] = E[Y^1_i - Y^0_i] = E[Y^1_i] - E[Y^0_i]$. Clearly, the existence of person-level HTE implies that the variance of the person-level treatment effects,

$$\text{Var}[\Delta_i] = \text{Var}[Y^1_i - Y^0_i] = \text{Var}[Y^1_i] + \text{Var}[Y^0_i] - 2\text{Cov}[Y^1_i, Y^0_i],$$  

is not zero. The fundamental problem of causal inference means that the data provide no information on the covariance of the two potential outcomes and the variance of the treatment effects cannot be estimated (even though the marginal variances, $\text{Var}[Y^1_i]$ and $\text{Var}[Y^0_i]$, can be estimated).

One approach for assessing HTE is to obtain bounds for the variance of the person-level treatment effects without making assumptions about the joint distribution of the potential outcomes [23]; such bounding methods are most
useful for HTE analyses of continuous outcomes. One can also explore what different (parametric) distributional assumptions imply for the magnitude of HTE. For example, for continuous outcomes, strong assumptions about the distribution of the outcome under treatment and control, conditional on a baseline covariate, can be used to bound the variance of causal effects or the correlation between treatment and outcome (given the estimated correlation of the covariate–treatment and covariate–outcome associations) [24]. In a similar spirit, beliefs about the joint distribution of potential outcomes can be expressed as prior distributions in a Bayesian analysis, in which case posterior-based inference about the (unidentifiable) proportions of the response types is possible [25]. Because assumptions about the joint distribution of potential outcomes have no empirical content, we view these analyses simply as sensitivity analyses based on rather implausible assumptions.

To see that person-level HTE is likely to be pervasive, consider a study evaluating the effect of treatment \( (A = 1) \) versus control \( (A = 0) \) for a binary outcome. From here on, and without loss of generality, we assume that the outcome is undesirable, for example, death, progression or recurrence of disease, or the development of an adverse drug reaction. As shown in Table 8.1, in such a study, there are four possible response types [26]: individuals who would experience the outcome regardless of exposure (doomed); those who would experience the outcome under treatment but not under control (harmed); those who would experience the outcome under control but not under treatment (responders); and those who would not experience the outcome regardless of treatment (immune).

As long as the study includes individuals from rows in the table with different values of \( \Delta_i \) (i.e., as long as response types with different treatment effects are represented in the study), we would say that individual causal effects are heterogeneous, or that there exists HTE at the person level. We argue—on the basis of the complexity of disease biology, interindividual differences in drug metabolism, and variability in compliance—that person-level HTE is the norm in clinical studies. Unfortunately, even in very large and well-conducted randomized trials, the proportion of each response type

<table>
<thead>
<tr>
<th>Response Type</th>
<th>( Y^1 )</th>
<th>( Y^0 )</th>
<th>( \Delta )</th>
<th>Proportion of Response Type in the Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doomed</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>( \pi_{11} )</td>
</tr>
<tr>
<td>Harmed</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>( \pi_{10} )</td>
</tr>
<tr>
<td>Responder</td>
<td>0</td>
<td>1</td>
<td>(-1)</td>
<td>( \pi_{01} )</td>
</tr>
<tr>
<td>Immune</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>( \pi_{00} )</td>
</tr>
</tbody>
</table>
is not identifiable because among treated patients there is no way to distinguish doomed from treatment-harmed individuals, or treatment responders from immune individuals. Similarly, among untreated patients, there is no way to distinguish doomed individuals from treatment responders, or treatment-harmed from immune individuals.

Even though person-level treatment effects and the proportion of each response type are not identifiable, information can be obtained about the average treatment effect in the population [27]. Using the causal risk difference in the population \( \text{RD}_{\text{causal}} \) as the effect measure,

\[
\text{RD}_{\text{causal}} = \mathbb{E}[Y^1 - Y^0] = \Pr[Y^1 = 1] - \Pr[Y^0 = 1] = (\pi_{11} + \pi_{10}) - (\pi_{11} + \pi_{01}).
\]

The above equation shows that \( \text{RD}_{\text{causal}} \) is determined by the difference between the proportion of harmed and responder types, \( \pi_{10} - \pi_{01} \). In other words, studies will tend to find large treatment effects if they enroll individuals with response types for which different treatments lead to discrepant outcomes. Under our causal assumptions, the term \( (\pi_{11} + \pi_{10}) \) is equal to \( \Pr[Y = 1|A = 1] \) and the term \( (\pi_{11} + \pi_{01}) \) is equal to \( \Pr[Y = 1|A = 0] \); both these probabilities can be estimated from the observed data. For example, in a randomized trial, these probabilities can be consistently estimated as

\[
\hat{\Pr}[Y = 1|A = 1] = \frac{\sum_{k=1}^{n} A_k Y_k}{\sum_{k=1}^{n} A_k} \quad \text{and} \quad \hat{\Pr}[Y = 1|A = 0] = \frac{\sum_{k=1}^{n} (1 - A_k) Y_k}{\sum_{k=1}^{n} (1 - A_k)}.
\]

In a similar manner, using potential outcomes, we can define two other common measures of effect, the causal relative risk and the causal odds ratio, respectively, as

\[
\text{RR}_{\text{causal}} = \frac{\Pr[Y^1 = 1]}{\Pr[Y^0 = 1]} \quad \text{and} \quad \text{OR}_{\text{causal}} = \frac{\Pr[Y^1 = 1]/(1 - \Pr[Y^1 = 1])}{\Pr[Y^0 = 1]/(1 - \Pr[Y^0 = 1])}.
\]

In the remainder of this chapter, we mainly consider causal effects on the difference scale both for parsimony, and because the risk difference scale is the scale most pertinent to individual, and policy decision making [28] (we briefly revisit this issue in Section 8.7.2). When the outcome is continuous, of course, the difference is taken between the means of the two treatment groups, but this introduces nothing new conceptually. For simplicity, when the particular choice of effect measure is not important, we represent measures generically as functions of the expectations of potential outcomes under the two alternative treatments, \( m(\mathbb{E}[Y^1], \mathbb{E}[Y^0]) \) [29].

To recap, by focusing on populations instead of individuals, we can estimate average treatment effects. Yet, it should be clear that our attempt to circumvent the fundamental problem of causal inference has shifted
our focus to the mean of the person-level treatment effects rather than their variability (heterogeneity). To some extent, we can assess heterogeneity by examining not individuals, but groups of individuals with similar characteristics. This is done by examining average treatment effects conditional on specific covariates and estimating causal effects within subgroups: \( m(\mathbb{E}[Y^1|X = x], \mathbb{E}[Y^0|X = x]) \), where \( X \) can be a single characteristic or a vector of characteristics, such as age, sex, disease severity, genetic background, medical care environment, and so on.

### 8.2.1 Group-Level HTE as Effect Measure Modification

We identify HTE across groups with the epidemiological concept of effect (measure) modification [28–30]:

**Definition 8.2 (Group-level HTE)**

Heterogeneity of treatment effects exists when the effect measure \( m(\mathbb{E}[Y^1|X = x], \mathbb{E}[Y^0|X = x]) \) varies over levels of covariate \( X \), which is not affected by treatment.

We restrict our attention to covariates not affected by treatment to avoid conditioning on effects of the exposure. Standard regression methods can be biased when effects of exposures are used as covariates [31]. Causal methods that can estimate effects of treatments conditional on postexposure outcomes are available [32,33], but their discussion is beyond the scope of this chapter.

To make the definition of HTE more concrete, consider the case where the treatment, effect modifier, and outcome are binary. If our measure of choice is the risk difference, we can define HTE on the risk difference scale as follows:

**Definition 8.3 (HTE on the risk difference scale over a binary modifier)**

Heterogeneity of treatment effects exists on the risk difference scale when the causal risk difference varies over levels of the binary covariate \( X \) that is not affected by treatment:

\[
\Pr[Y^1 = 1|X = 1] - \Pr[Y^0 = 1|X = 1] \neq \Pr[Y^1 = 1|X = 0] - \Pr[Y^0 = 1|X = 0].
\] (8.1)

Under exchangeability of treated and untreated individuals (see Chapter 3) and consistency the expression in the definition above can be written as

\[
\Pr[Y = 1|A = 1, X = 1] - \Pr[Y = 1|A = 0, X = 1] \neq \Pr[Y = 1|A = 1, X = 0] - \Pr[Y = 1|A = 0, X = 0].
\] (8.2)
Thus, in a well-conducted randomized trial, HTE over a covariate can be assessed using the observed data on the outcome, covariate, and treatment assignment, by examining the risk differences in each stratum defined by the variable $X$. When the two risk differences are not equal, we say that there exists evidence of HTE on the risk difference scale. Section 8.5 discusses how standard regression models can be used to examine whether HTE is present, and to estimate stratum-specific causal effects.

### 8.2.2 Distinction between HTE and Causal Interaction

The concept of interaction, viewed heuristically as the interdependence of the effects of two or more causes, has a long history in statistics and epidemiology [28,34–36]. To define causal interaction and distinguish it from effect modification, we need to expand our consideration to more than one treatment; so, in addition to treatment $A$, we also consider treatment $B$ (also binary). The potential outcome random variables for each individual have the form $Y_{a,b}^{i}$ and there are 4 ($2 \times 2$) potential outcomes (i.e., $Y_{i}^{1,1}$, $Y_{i}^{1,0}$, $Y_{i}^{0,1}$, and $Y_{i}^{0,0}$) and 16 ($2^4$) response types to consider. We begin by defining counterfactual interaction on the risk difference scale, using this expanded framework for two binary treatments:

**Definition 8.4 (Additive counterfactual causal interaction)**

A causal interaction on the additive scale between binary treatments $A$ and $B$ exists when

$$
Pr[Y_{i}^{1,1} = 1] - Pr[Y_{i}^{0,1} = 1] \neq Pr[Y_{i}^{1,0} = 1] - Pr[Y_{i}^{0,0} = 1].
$$

(8.3)

By subtracting $Pr[Y_{i}^{0,0} = 1]$ from both sides of the equation above and rearranging terms, we obtain the following expression:

$$
Pr[Y_{i}^{1,1} = 1] - Pr[Y_{i}^{0,0} = 1] \neq (Pr[Y_{i}^{0,1} = 1] - Pr[Y_{i}^{0,0} = 1]) \\
+ (Pr[Y_{i}^{1,0} = 1] - Pr[Y_{i}^{0,0} = 1]),
$$

which serves to illustrate the meaning of counterfactual causal interactions: compared to no exposure at all, the presence of both exposures (left-hand side) has an effect on the outcome that is different from the sum of the effect of each exposure separately (bracketed terms on the right-hand side). The definition of additive counterfactual interactions can be used to motivate an index that is sometimes called the “interaction contrast”:

$$
IC = Pr[Y_{i}^{1,1} = 1] - Pr[Y_{i}^{0,1} = 1] - Pr[Y_{i}^{1,0} = 1] + Pr[Y_{i}^{0,0} = 1].
$$
Nonzero values of the $IC$ denote the presence of interaction; $IC > 0$ denotes “super-additive” interaction and $IC < 0$ denotes “sub-additive” interaction.

Miettinen [34] was the first to provide a description of causal interdependence along these lines, using the terms “causal” and “preventive synergism.” Greenland and Poole [37] proposed a grouping of the 16 counterfactual response types induced by two treatments into seven mutually exclusive and exhaustive classes (shown in Table 8.2): doomed ($C_{\text{doomed}}$); treatment $A$ causes the outcome but $B$ does not ($C_A$); $B$ causes the outcome but $A$ does not ($C_B$); mutual antagonism ($C_{\text{ma}}$); disease occurs for only a single treatment combination ($C_{\text{single}}$); disease occurs for three treatment combinations ($C_{\text{three}}$); and immune ($C_{\text{immune}}$). This grouping is invariant to recoding of the treatments (i.e., replacing 0 with 1 and 1 with 0 in the potential outcomes).

As in the case of a single treatment, the proportion of individuals in the population belonging to each response type is not identifiable when examining interactions between two (or more) treatments. Nevertheless, if the population consists only of a combination of individuals with response types from classes $C_{\text{doomed}}, C_A, C_B,$ or $C_{\text{immune}},$ we could say that there exists no causal interaction (and $IC = 0$). The converse is not true: we could have

**TABLE 8.2**

Response Types for Two Exposures

<table>
<thead>
<tr>
<th>Response Type</th>
<th>$Y^{1,1}$</th>
<th>$Y^{0,1}$</th>
<th>$Y^{1,0}$</th>
<th>$Y^{0,0}$</th>
<th>$IC$</th>
<th>Proportion of Response Type in the Population</th>
</tr>
</thead>
<tbody>
<tr>
<td>Doomed ($C_{\text{doomed}}$)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$\pi_{1111}$</td>
</tr>
<tr>
<td>Single plus joint causation ($C_{\text{three}}$)</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$-1$</td>
<td>$\pi_{1110}$</td>
</tr>
<tr>
<td>Preventive antagonism ($C_{\text{three}}$)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$\pi_{1101}$</td>
</tr>
<tr>
<td>$B$ is causal, $A$ has no effect ($C_B$)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\pi_{1100}$</td>
</tr>
<tr>
<td>Preventive antagonism ($C_{\text{three}}$)</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$\pi_{1011}$</td>
</tr>
<tr>
<td>$A$ is causal, $B$ has no effect ($C_A$)</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$\pi_{1010}$</td>
</tr>
<tr>
<td>Mutual blockage ($C_{\text{ma}}$)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>2</td>
<td>$\pi_{1001}$</td>
</tr>
<tr>
<td>Causal synergism ($C_{\text{single}}$)</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>$\pi_{1000}$</td>
</tr>
<tr>
<td>Preventive synergism ($C_{\text{three}}$)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>$-1$</td>
<td>$\pi_{0111}$</td>
</tr>
<tr>
<td>Mutual blockage ($C_{\text{ma}}$)</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$-2$</td>
<td>$\pi_{0110}$</td>
</tr>
<tr>
<td>$A$ is preventive, $B$ has no effect ($C_A$)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$\pi_{0101}$</td>
</tr>
<tr>
<td>Causal antagonism ($C_{\text{single}}$)</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>$-1$</td>
<td>$\pi_{0100}$</td>
</tr>
<tr>
<td>$B$ is preventive, $A$ has no effect ($C_B$)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>$\pi_{0011}$</td>
</tr>
<tr>
<td>Causal antagonism ($C_{\text{single}}$)</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>$-1$</td>
<td>$\pi_{0010}$</td>
</tr>
<tr>
<td>Single plus joint prevention ($C_{\text{single}}$)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>$\pi_{0001}$</td>
</tr>
<tr>
<td>Immune ($C_{\text{immune}}$)</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>$\pi_{0000}$</td>
</tr>
</tbody>
</table>

$IC = 0$ while the population included at least some individuals from response
types other than $C_{doomed}$, $C_A$, $C_B$, and $C_{immune}$, provided their proportions
“balanced out.”

A comparison of the definition of additive counterfactual interaction in
Equation 8.3 against the definition of HTE on the additive scale in Equa-
tion 8.1 helps clarify the distinction between HTE (i.e., effect modification)
and interaction [38,39]. HTE is defined with respect to a single cause of the
outcome and an effect modifier, which does not necessarily have to be a cause
of the outcome (e.g., it does not have to be manipulable, or it may be a proxy
for a cause of the outcome with no direct effect on the outcome). In con-
trast, interaction is defined with respect to two causes of the outcome. This
is reflected in the “asymmetry” inherent in the definition of HTE: the role
of the treatment ($A$) and the effect modifier ($X$) is not the same; in contrast, in
the definition of causal interaction, the two treatments ($A$ and $B$) are treated
symmetrically. If we can only intervene on a single cause, then HTE is the
natural focus of investigation; if we can intervene on both causes, interaction
may be a more natural focus.

Nevertheless, there is an obvious connection between interaction and effect
modification in our example: if we have exchangeability for both treatments,
then the comparison needed to assess the presence of interaction on the addi-
tive scale can be performed using empirical data; the two treatments would
be said to interact on the additive scale if

$$Pr[Y = 1|A = 1, B = 1] - Pr[Y = 1|A = 0, B = 1] \neq$$

$$Pr[Y = 1|A = 1, B = 0] - Pr[Y = 1|A = 0, B = 0].$$  (8.4)

Expression (8.4) is identical to expression (8.2) if in the latter we replace
the effect modifier $X$ with the treatment $B$. However, we caution that the
assumptions required for obtaining the two expressions are not the same: we
obtained expression (8.2) based on an assumption of exchangeability of $A$-
treated and $A$-untreated patients. In contrast, we obtained expression (8.4)
by assuming exchangeability for both treatments $A$ and $B$. While expres-
sion (8.4) is written in a way that emphasizes the effect of $A$ given $B$, it can be
rearranged with the roles of $A$ and $B$ reversed. However, it is less meaningful,
in a causal sense, to reverse the roles of $A$ and $X$ in expression (8.2). This is a
reminder that the interpretation of data analysis results (i.e., estimates of the
quantities in expressions (8.4) and (8.2)) depends on study design and back-
ground knowledge. The assumption that both treatments are unconfounded
is fairly strong; it is realistic, for example, if assignment to both treatments
is randomized. In such a trial (e.g., in a $2 \times 2$ factorial trial), the assessment
of causal interaction between the two treatments would be equivalent to the
assessment of effect modification.

We should also clarify that HTE and counterfactual causal interactions are
not necessarily tied to biologic interactions [40,41]. To see why this is the case,
consider a $2 \times 2$ factorial trial examining the use of a lipid-lowering agent (vs. none), and the use of an anticoagulant agent (vs. none). We may well find an interaction, say a larger decrease in the risk of cardiovascular adverse outcomes when comparing patients who receive both treatments (vs. none), as compared to the sum of the reductions in risk in the groups receiving only one of the agents. Even though such a finding would be indicative of a counterfactual causal interaction on the additive scale, it does not (necessarily) require the drugs to have the same biological targets (e.g., the antihypertensive agent may act by reducing the formation and growth of atherosclerotic plaques, while the antithrombotic agent may act by reducing clot formation on already-formed and ruptured plaques) or to physically come in contact. More generally, the results of epidemiological data analyses cannot identify the “true” biological model without strong additional assumptions [40,42,43].

8.2.3 A Note on Terminology

In the statistical and epidemiological literature, the terms “interaction,” “effect modification,” and “heterogeneity of treatment effect” are often used interchangeably [41,44]. To make matters worse, the term “interaction” is used to describe “statistical interactions” (i.e., deviations from additivity of effects in a particular statistical model), counterfactual causal interactions, and even biologic interactions. The important differences between these concepts, together with the degree to which different concepts have been associated with the same term in different literatures, suggest that the adoption of a common set of terms and definitions is unlikely. Some authors have proposed that use of the term “interaction” (or, more narrowly, “biologic interaction”) should be discouraged in specific contexts to avoid confusion [41,45–47]. Here, we simply suggest that the term “heterogeneity of treatment effects” should be identified with the epidemiological concept of effect measure modification; we find that this term resonates with patients, researchers, and policy makers and directly conveys the key idea of variability of causal effects across well-defined groups of patients. As an added benefit, the term “heterogeneity of treatment effects” avoids any connotations of biologic interactions, which are in general not identifiable using empirical data [40].

In the remainder of this chapter, we limit ourselves to cases where exchangeability is achieved by design (in randomized trials) or assumed to hold conditional on covariates (e.g., in observational studies with rich covariate data) between patients receiving or not receiving a single treatment. We do not consider causal interactions further, and instead refer readers to a recent well-referenced tutorial [48] and some selected papers from the vast literature on this topic [38,43–47,49–51].
8.3 Potential Effect Modifiers, the Reference Class Problem, and the Curse of Dimensionality

8.3.1 Reference Class Problem

The discussion in Section 8.2 suggests that the number of potential effect modifiers in clinical research is very large, which means that HTE may be present over any of a myriad factors. Practically, any baseline covariate that is directly or indirectly associated with the outcome of interest might be an effect modifier. Characteristics of the patient (e.g., age, sex, race/ethnicity), the disease (severity, duration of symptoms, pathological subtype), the physician (specialty, years of training), and the setting of care (e.g., across centers in a multicenter trial; the volume of cases of a particular disease addressed by different hospitals) can all take the place of \( X \) in Definition 8.2.

The very large number of potential effect modifiers means that one-variable-at-a-time examination of potential modifiers does not produce results that can be applied in clinical practice. Patients simultaneously differ on multiple characteristics and the number of possible subgroups is enormous. Because each subgroup may be associated with a different magnitude of the treatment effect, it is not clear which estimate should be used to inform decision making for the particular patient—this is a version of the reference class problem [52–54]. To see why one-variable-at-a-time HTE analyses are inadequate for guiding practice, consider the following extreme scenario: two separate subgroup analyses conducted in the same trial reveal that women benefit from treatment whereas men are harmed by it and patients younger than 65 years old benefit from treatment whereas older patients are harmed. In view of such findings, the preferred treatment for a young male patient or for an old female patient would require analyzing HTE over subgroups defined by considering age and sex jointly. In addition to not producing clinically applicable results, one-variable-at-a-time analyses produce many false-positive results when a large number of effect modifiers are explored [55,56] (we further discuss the issue of multiplicity in Section 8.5.3). The risk of false-positive errors can be controlled by using appropriate procedures that control the family-wise error rate for \( a \) priori specified statistical comparisons, but such methods do not address the complex covariate–treatment–outcome relationships that are typical of chronic diseases (when they emphasize the examination of one-variable-at-a-time).

8.3.2 Curse of Dimensionality

Clinically meaningful HTE analyses need to examine multiple potential effect modifiers jointly. Unfortunately, the number of subgroups of interest can very quickly become intractable as the number of covariates increases, even in very large datasets (e.g., megatrials with tens of thousands of randomized
participants), the number of covariates of interest can very quickly become intractable as the dimensionality of the problem becomes very high. For example, in addition to age, sex, and race, the set of covariates can include a large number of comorbidities, as well as “omic” information (genomic, proteomic, and metabolomic markers). For a single individual, it is now possible to measure millions of variables at a single point in time. To see the magnitude of the problem, for just 20 binary covariates the number of possible combinations is $2^{20} = 1,048,576$, a number large enough to suggest that estimating treatment effects for each combination of covariates is nearly impossible even in very large datasets (and the situation is worse when the prevalence of the covariates is small or when the outcome rate is low). This means that we need to reduce the dimension of the covariate space by leveraging background knowledge and by using models to extract information from data. We discuss some strategies for doing this in Section 8.5.

### 8.4 Study Design Considerations

Heterogeneity can arise in both randomized trials and in observational studies. While some differences in analysis will be discussed below, a primary distinction between the two types of studies is that trials can be planned to consistently estimate HTE over factors of interest, whereas observational studies may suffer from non-exchangeability of the compared groups and may lack information on key variables necessary to discover HTE. Prospective cohort studies can, however, control enrollment to focus on subgroups of interest.

#### 8.4.1 Issues with Specific Study Types

##### 8.4.1.1 Randomized Trials

Clinical trials for CER randomize participants to two or more interventions in order to eliminate confounding of treatment effects by other factors. Trials can also randomize participants in blocks or subgroups to address potential heterogeneity. A multisite trial is a simple example. Participants are separately randomized by site, to control for between-site variation. One common strategy for exploring heterogeneity uses factorial or fractional factorial designs to randomize participants to a set of predetermined treatments and conditions that are believed to affect outcomes. Comparison of results among these participants enables assessment of both the main effects of all the treatments and subgroups, as well as interactions among them [57]. Such designs can be embedded within an adaptive strategy that learns from the effects discovered to plan a new study focusing on the most effective treatment strategies and on those that exhibit the most heterogeneity.
Blocking of participants within subgroups that have similar outcomes also increases the precision with which treatment effects may be estimated. The increased precision is particularly important when assessing heterogeneity because interactions are typically estimated with considerably less precision than main effects. Studies designed to have sufficient power to test the main effects typically have insufficient sample sizes to test for effect modification. Thus, exploring heterogeneity requires either larger sample sizes or carefully constructed designs that minimize sources of variability. In particular, it is crucial that study designs explicitly address heterogeneity so that sufficient numbers of participants will be available for accurately assessing the heterogeneity.

Designs set up to adapt as data accrue may also aid the detection of heterogeneity. Such designs require analysis at interim times to assess results and make appropriate changes. One simple adaptive design changes the allocation proportions of participants among treatment groups to favor those treatments that appear to be the most effective. This strategy also promotes the detection of heterogeneity within the optimal treatment groups because it increases the numbers of participants assigned to those groups. For instance, in a cancer treatment trial, it may be found that some treatments are working more effectively than others on average. By allocating more participants to the more effective arms, a larger sample will be available to investigate differences in efficacy of that treatment within subgroups of participants.

8.4.1.2 N-of-1 Studies

The N-of-1 design is particularly strong for extending the exploration of HTE from the subgroup level all the way to the individual [58]. An N-of-1 study is a multiple crossover design in which a single participant receives a (randomized) sequence of two or more treatments three or more times. The outcomes on each treatment are averaged across each instance and compared to determine efficacy on that individual. Because of the single-subject design, replication is provided by the repeated crossovers and power derives from repeatability of the effect. If data are sufficient, one can determine the best treatment for each individual. Assuming that the individual’s treatment effect remains stable over the course of the N-of-1 study, this design can directly estimate person-level treatment effects. But because the number of crossovers is usually small, randomization may fail to eliminate all confounding so that the person-specific effect does not provide an unbiased estimate of the person-level treatment effect. In any case, a proper analysis needs to account for the correlation among observations taken within a participant and for potential carryover and time trends. Analysis of multiple N-of-1 trials together in a multilevel framework permits estimating both person-level effects as well as the average treatment effect and conditional average effects across subgroups [59–61]. The person-level effects may actually be
estimated more precisely in the multilevel framework because the borrowing of strength across individuals adds information.

### 8.4.1.3 Observational Studies

Observational studies of treatment effectiveness are used when randomized trials are infeasible to conduct for ethical or logistical issues, when information from RCTs cannot be obtained in a timely manner, or when information about treatment effectiveness in routine practice is needed. Because of their large sample sizes, observational studies can offer opportunities to assess HTE over factors that are impossible to explore in randomized trials. The main concern in observational studies is lack of exchangeability between treatment groups, primarily because treatment choice is influenced by characteristics that are also causes of the outcome (confounding). Because of the lack of randomization, marginal exchangeability of treated and untreated individuals is implausible in observational studies and we can only hope that exchangeability can be achieved conditional on covariates, some of which may also be effect modifiers. Meaningful HTE analysis over baseline variables \((X)\) can only be performed if we “control” condition on confounding variables \([62]\), which we denote by \(L\) (note that \(X\) and \(L\) can have common elements):

**Definition 8.5 (HTE for conditional average causal effects)**

Heterogeneity of treatment effects over variable \(X\) exists when the effect measure \(m(\mathbb{E}[Y^1|X = x, L = l], \mathbb{E}[Y^0|X = x, L = l])\) varies over levels of \(X\), conditional on \(L\).

Often, interest centers on heterogeneity of conditional average causal effects marginalized over other pretreatment variables (e.g., confounders that are not of interest as possible effect modifiers). This idea is captured by the following definition:

**Definition 8.6 (HTE for conditional average causal effects marginalized over covariates)**

Heterogeneity of treatment effects over variable \(X\) exists when the effect measure

\[
m \left( \sum_l \mathbb{E}[Y^1|X = x, L = l] \Pr[L = l|X = x], \sum_l \mathbb{E}[Y^0|X = x, L = l] \Pr[L = l|X = x] \right)
\]

varies over levels of \(X\).
In the presence of confounding, investigators can attempt to achieve exchangeability using design-based approaches other than randomization (e.g., by restricting the sample to patients with a particular value of the confounder, matching, or stratification) or using appropriate statistical analysis methods (e.g., outcome regression, inverse probability weighting). The adequacy of these techniques for drawing causal inferences about treatment effects and effect modification relies on the assumption that treatment is randomized within strata defined by the covariates; this assumption is generally never exactly true and cannot be verified using data from the study [63]. As such, in observational studies, exchangeability is a judgment made by researchers based on background knowledge [64]. Sensitivity and bias analyses have received considerable attention for assessing the robustness of observational study results to residual confounding [65,66], though these methods have rarely been examined in settings with heterogeneous treatment effects [67,68].

8.4.2 Power, Precision, and Sample Size

Typically, studies are designed with the goal of estimating the average treatment effect or testing hypotheses about it. Analyses that aim to identify HTE generally need much larger sample sizes than analyses focused on average effects to attain the same level of statistical power. Numerous studies have assessed the performance of statistical testing for effect modification using permutation methods, stratified analyses, or a regression framework [56,69–78]; as usual, no single testing procedure is universally better. However, two rules of thumb are often useful. First, for a given sample size, the power to detect effect measure modification is typically an order of magnitude lower than the power to detect main effects. Second, the variance of the statistical interaction term is an order of magnitude greater than the variance of the main effects estimate under a no-interaction model [44,74]. This suggests that, in general, HTE analyses using data from studies designed for inference about average effects (e.g., re-analyses of phase III randomized trials) will often be underpowered to detect effect modification. This is important for the interpretation of unplanned subgroup analyses: nonstatistically significant results should not be taken to imply lack of heterogeneity, because the probability of false-negative tests is fairly high in that setting. Thus, nonstatistically significant results should not be taken to imply that treatment benefits (or harms) all patients equally.

8.5 Statistical Analysis to Detect and Quantify HTE

HTE implies that treatment effects differ across subgroups of patients. Detecting HTE empirically requires comparing the treatment effects in each
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subgroup by a statistical analysis. This requires estimating and comparing
\( m(\mathbb{E}[Y^1|X = x_1], \mathbb{E}[Y^0|X = x_1]) \) and \( m(\mathbb{E}[Y^1|X = x_2], \mathbb{E}[Y^0|X = x_2]) \), where
\( X \) is the covariate defining the subgroups that take values \( x_1 \) and \( x_2 \). These
subgroup-specific effects may be estimated by separately analyzing each
subgroup; the magnitude of effect modification can be assessed by taking
the difference of these separate treatment effects and estimating the stan-
dard error of the difference. It is incorrect, although lamentably common,
to heuristically compare the treatment effects by examining the overlap
of their confidence intervals or comparing \( p \)-values for the null hypoth-
thesis of no treatment effect obtained separately in each subgroup (these
problems are common in medical publications, despite repeated cautionary
notes [55,79–83]).

The following sections touch upon several issues that arise in statistical
analyses for HTE. The relevant literature is vast and rapidly expanding,
so our goal here is to identify key themes and point readers to selected
references.

8.5.1 Regression Models for HTE Assessment

In our running clinical trial example where the treatment and covariate are
both binary, treatment effects in the two subgroups can be easily assessed
by constructing a statistical model that includes the treatment, the covariate,
and their product as regressors. A fully saturated model for the expectation
of the response has the form

\[
\mathbb{E}[Y|A, X] = g^{-1}(\beta_0 + \beta_1 A + \beta_2 X + \beta_3 AX). \quad (8.5)
\]

Here, \( g \) is the link function, which for binary outcomes is often taken to be
the identity, log, or logistic function. For example, assume that we want to
determine if treatment effects differ between men and women. Representing
the treatment as \( A = 1 \) for those treated and \( A = 0 \) for controls and gender
as \( X = 1 \) if female and \( X = 0 \) if male, the interaction term is \( A \times X = 1 \) for
treated females and 0 for others. On the risk difference scale (i.e., using the
identity link function), the probability of the outcome can be modeled as
a function of treatment and gender, using the following linear probability
model:

\[
\Pr[Y = 1|A, X] = \beta_0 + \beta_1 A + \beta_2 X + \beta_3 AX. \quad (8.6)
\]

The parameters \( \beta_1 \) and \( \beta_2 \) are called the main effects of treatment and gen-
der, \( \beta_3 \) is the statistical interaction, and \( \beta_0 \) is the intercept that describes the
expected response when \( A = 0 \) and \( X = 0 \) (i.e., for untreated males). The
interpretation of these coefficients is easily seen by laying out the expected
responses under the four conditions as in Table 8.3. The treatment effect in
males, the difference between the expected response in treated and control
TABLE 8.3
Subgroup Specific Effects from the Model in Equation 8.6

<table>
<thead>
<tr>
<th></th>
<th>Male</th>
<th>Female</th>
</tr>
</thead>
<tbody>
<tr>
<td>Control</td>
<td>$\beta_0 + \beta_2$</td>
<td>$\beta_0 + \beta_1 + \beta_2 + \beta_3$</td>
</tr>
<tr>
<td>Treated</td>
<td>$\beta_0 + \beta_1$</td>
<td>$\beta_0 + \beta_1$</td>
</tr>
</tbody>
</table>

males, is $\beta_1$. Likewise, the treatment effect in females is $\beta_1 + \beta_3$. The difference between the treatment effects in male and female individuals is $\beta_3$, which is the coefficient of the product term in the regression model. To determine whether this difference is statistically significant, we can simply test the null hypothesis that $\beta_3 = 0$. The model thus gives us both subgroup-specific treatment effects as well as their difference and allows us to make valid statistical tests of key hypotheses. To test whether the effect in males is nonzero, we would test $\beta_1 = 0$, and to test whether the effect in females is nonzero, we test $\beta_1 + \beta_3 = 0$. Of course, in the absence of HTE, that is, when $\beta_3 = 0$, the main effects $\beta_1$ and $\beta_2$ have their usual interpretations as the average effects of treatment and gender.

These results can be obtained by separate analyses of the treatment effect in males and females, but the single model is simpler to fit with standard software. Moreover, it conveniently generalizes to multiple regression when one wants to control for other factors or simultaneously test for multiple interactions. A further advantage of the regression framework is that it easily generalizes to link functions other than the identity using the generalized linear model framework [84]. When $Y$ is a binary outcome, logistic regression using the logit($\cdot$) link function estimates the log odds ratio as the treatment effect and separate log odds ratios for each subgroup. In that case, the regression coefficients on the right-hand side of Equation 8.5 are differences in logits of the probabilities and represent log odds ratios. For instance, $\beta_3$ is the difference in the log odds ratios of the treatment effect for males and females. Similarly, log-linear regression using the ln($\cdot$) link function estimates the log relative risk as the treatment effect and separate log relative risks for each subgroup.

8.5.2 Scale Dependence of HTE

It is quite easy to see that a factor that induces HTE on one scale may show no HTE on another [85]. A numerical example illustrates the effect. If the event probability in the control group is 0.05 and the relative risk is 0.5, the probability in the treatment group is 0.025, so the risk difference is $-0.025$. However, if the event probability in the control group is 0.5, with the same relative risk of 0.5, the probability in the control group is 0.25 and the risk
difference is $-0.25$. In this case, substantial HTE is present on the risk difference scale, but not on the relative risk scale. One can show that there is also HTE on the odds ratio scale. In the example, when the event probability in the control group is 0.05, the odds ratio is 0.49, but when the probability in the control group is 0.5, the odds ratio is 0.33.

In fact, for binary treatment, outcome, and effect modifier, it can be shown in general that if effects are homogeneous on both the risk difference and relative risk scales, then either the treatment has no effect or the effect modifier is not associated with the probability of the outcome. To see this, let $p_{ij} = P[Y = 1|A = i, X = j], i = 0, 1, j = 0, 1$, and consider that effect homogeneity on the risk difference scale can be expressed as $p_{11} - p_{01} = p_{10} - p_{00}$, or equivalently, as

$$\frac{p_{11}}{p_{00}} = \frac{p_{10}}{p_{00}} + \frac{p_{01}}{p_{00}} - 1. \quad (8.7)$$

Effect homogeneity on the relative risk scale can be expressed as $\frac{p_{11}}{p_{01}} = \frac{p_{10}}{p_{00}}$, or equivalently as

$$\frac{p_{11}}{p_{00}} = \frac{p_{01}}{p_{00}} \frac{p_{10}}{p_{00}} \frac{p_{10}}{p_{00}}. \quad (8.8)$$

Equating the right-hand sides of Equations 8.7 and 8.8 and rearranging, we obtain

$$\left(\frac{p_{01}}{p_{00}} - 1\right)\left(\frac{p_{10}}{p_{00}} - 1\right) = 0,$$

which, together with the homogeneity assumptions, implies that either the effect modifier or the treatment does not affect the outcome probability. Furthermore, if treatment and the modifier are associated with the outcome, then homogeneity on the risk difference scale implies heterogeneity on the relative risk scale, and vice versa. The relationships between the presence or absence of heterogeneity on various scales become rather complex when one considers what the relationships between estimates of effect in a particular scale imply for the magnitude of effect modification in other scales. Two simulation-based studies have explored these relationships in depth [86,87]. Figure 8.1 depicts how each of the two measures of effect behaves when the other is held constant (over baseline risk).
FIGURE 8.1
Scale dependence of HTE. When the treatment effect is nonnull and the baseline risk varies, HTE is inevitable on the other commonly used scales for treatment effect. The graphs show that when one measure of treatment effect is held constant, the other two will vary substantially as the baseline risk changes. The center panel also demonstrates that when the treatment effect is nonnull and the baseline risk varies, when the RR is held constant for “event occurrence,” then there will exist HTE for the complementary outcome (i.e., “no event occurrence,” shown by the dotted line). HTE = heterogeneity of treatment effects; OR = odds ratio; RD = risk difference; RR = relative risk. Results are shown over baseline outcome risks ranging from 0.1 to 0.9. (Reproduced from I. J. Dahabreh et al. International Journal of Epidemiology, November 17, 2016. pii: dyw125. [Epub ahead of print] Review.)

To connect these ideas to modeling, consider again the model in Equation 8.5; when the treatment effect does not vary by subgroup, $\beta_1$ is the common treatment effect and $\beta_3 = 0$. However, the presence (or absence) of HTE depends on the scale of the response in the model. Assume that no
HTE is present on the relative risk scale. This means that the generalized linear model with a log-link function and no product term would be correctly specified:

$$\log Pr[Y = 1|A, X] = \beta_0 + \beta_1 A + \beta_2 X.$$  

This model implies that the event probability is $\exp(\beta_0 + \beta_1)$ for treated men, $\exp(\beta_0)$ for untreated men, $\exp(\beta_0 + \beta_1 + \beta_2)$ for treated women, and $\exp(\beta_0 + \beta_2)$ for untreated women. There is no HTE on the relative risk scale because the treatment effect in men is equal to the treatment effect in women:

$$\frac{\exp(\beta_0 + \beta_1)}{\exp(\beta_0)} = \frac{\exp(\beta_0 + \beta_1 + \beta_2)}{\exp(\beta_0 + \beta_2)} = \exp(\beta_1).$$

However, because of the nonlinear link function, the subgroup-specific risk differences are in general not equal (except when the treatment effect is null or when the event rate under no treatment is the same in both subgroups), which implies the presence of HTE on the risk difference scale:

$$\exp(\beta_0 + \beta_1) - \exp(\beta_0) \neq \exp(\beta_0 + \beta_1 + \beta_2) - \exp(\beta_0 + \beta_2).$$

So what is the responsible analyst to do in light of such discrepancies? It is important to keep two principles in mind: use simple (parsimonious), valid models and interpret on the most relevant scale. These principles may lead to analyzing on a scale different from that which is finally reported. Generally, the simplest model is the one on which effects are additive (i.e., on which there is no interaction).

In simple problems, like those discussed above, one could do the analysis on either scale without any difficulty. In more complex problems, with additional variables to adjust for and other nonlinear or nonadditive effects, model specification becomes more challenging. Consider, treatment effects for continuous outcomes, such as change in CD4 count for patients with HIV. Outcomes such as these that are biochemical concentrations often change by proportional amounts and are more normally distributed on a logarithmic scale. Modeling on the logarithmic scale will more likely satisfy assumptions of the linear model such as additivity, homoskedasticity, and normality. If interpretation is needed on the original scale, one simply transforms back with the antilogarithm. This, of course, implies that the treatment effects will vary with the base CD4 count. More generally, model selection with multivariable models is complicated because model parsimony is typically incompatible with correct specification. In most cases, a complex and approximately correctly specified model is preferable to a simple but grossly misspecified one; appropriate numerical summaries (e.g., standardized probabilities or risk differences) and graphical methods can be used to ease interpretation of complex models.
8.5.3 Multiplicity

As noted in Section 8.3, the number of potential effect modifiers is often very large. Examining all of these potential modifiers in a series of statistical models using a constant type I error rate raises the danger of multiplicity of testing and inflated error rates across the family of tests. This can lead to false-positive findings of HTE where it does not really exist. Section 8.5.4 discusses low summary variables can be used to the number of modifiers being considered and capture the joint and overlapping effects of multiple modifiers. However, it is also important to note that all effect modifiers are not created equal.

Very often, prior studies or biological insight suggest that some variables are more likely to be effect modifiers than others. In many trials and prospective studies, protocols identify certain variables to be tested explicitly as effect modifiers as primary or secondary aims. When based on prior findings supporting these hypotheses, the resulting tests are often labeled confirmatory and the clinical trials aim to test both an average treatment effect and the average effect in one or more particular subgroups identified in advance. Because the tests are defined in advance, confirmation of the hypothesis in the study leads to a more credible finding that policy makers can trust. An example in which one of the authors is involved concerns the confirmation of a small study that suggested tai chi substantially reduced pain among patients with knee osteoarthritis [88]. A larger confirmatory trial has been designed to replicate this result but also to test whether the effect can be generalized to different tai chi instructors, as the intervention in the first study was led by an experienced instructor who had customized the treatment for patients with difficulty in bending and moving. In the follow-up study, the instructor’s protocol has been taught to two other instructors and it is of interest to determine whether results can be maintained consistently in each class [89].

On the other hand, analysts may still wish to test for effect modification by factors that have not been prespecified. Such analyses are exploratory; the results will need later explicit confirmation from another study. Nevertheless, exploratory tests of heterogeneity are useful in suggesting new avenues for research and can be quite informative for comparative effectiveness studies and for individualized patient decision making because they can point to subgroups and individuals in whom treatment may be either more or less effective than the average. It is important that reports of exploratory tests of heterogeneity qualify their results for the variables examined and tests run, perhaps carrying out a rough statistical adjustment if p-values are reported.

Several methods for adjusting for multiple tests are commonly employed. The most stringent employs the Bonferroni adjustment which carries out the significance test at the nominal level (often $\alpha = 0.05$) divided by the number of tests done. This approach, while appropriate if all tests are independent, is extremely conservative when they are related which they will be when
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Effect modification is assessed over subgroups that overlap. Nevertheless, for a small number of tests, the Bonferroni adjustment may be adequate. A second related approach creates a more stringent significance level for all interactions tests that is set at some round number such as \( \alpha = 0.01 \) or \( \alpha = 0.001 \). This is quite common for genetic tests where the subgroups may be defined using large groups of genetic markers. With microarrays that have an extremely large number of potential markers, the significance level is often orders of magnitude lower. A third approach is to use a permutation test in which the outcome and treatment variables are fixed, but the covariate values of the effect modifier are randomly permuted so that they are matched with different outcome–treatment combinations. The permutation \( p \)-value is determined by the location of the original \( p \)-value from the interaction test within the distribution generated by the permutations. Observed interactions that are unusual relative to the permutations are more likely to be real. With multiple covariates, the same procedure can be employed, but the observed \( p \)-values are compared as order statistics. For instance, the second smallest observed \( p \)-value would be compared to the distribution of the second smallest \( p \)-values from the permutations. This will, of course, not always correspond to the same variable.

An alternative approach that combines the goals of separating effect modifiers by their plausibility and holding some to a higher standard than others without requiring arbitrary standards that are hard to defend beyond custom is to use Bayesian inference. The Bayesian approach assigns a prior probability to the chance that an interaction is present [90]. This explicitly quantifies the uncertainty that the analyst attaches to the interaction effect and allows for attaching different levels of prior uncertainty to different interactions. This seems to be a more principled approach than one that arbitrarily assigns one or more significance level bars that interactions must pass. Assessments of effect modifiers with previous supporting evidence, which are perhaps being treated as confirmatory tests, can use prior distributions that assign more probability to the presence of effect modification. Such priors have been termed enthusiastic [91]. Other modifiers with little prior support, but scientifically plausible, may be given neutral priors centered on zero with more chance of the magnitude of effect modification being small. Finally, modifiers assessed in an exploratory fashion may be given skeptical priors centered strongly on zero so that the data must be quite strong to counteract them. The resulting posterior distributions will then reflect the relative weight of the priors and the likelihood so that modifiers with higher prior probabilities of nonzero effects will be more likely to have posterior probabilities of nonzero effects. Conversely, unlikely modifiers will be much less likely to have posteriors that suggest true effect modification. It is, of course, crucial that the prior distributions reasonably represent the prior beliefs. The common objection to priors as being subjective can be countered by noting that different scientists may reasonably have different beliefs about both before and after
analyzing the data. The Bayesian formulation simply quantifies these beliefs so that they can be concretely discussed.

8.5.4 HTE Analyses Using Summary Variables

One strategy for addressing to some extent the problems engendered by the large number of potential effect modifiers is to perform HTE analyses over variables that summarize information from multiple covariates [92,93]. Analysts often use modeling to reduce a person’s (column) vector of covariates, $X$, into a lower-dimensional object, $h(X)$, so that HTE is assessed over its levels; for example, by examining

$$
E[Y^1 - Y^0|h(x)] = E[Y|A = 1, h(x)] - E[Y|A = 0, h(x)]
$$

over levels of $X$.

One approach that has been recommended on the grounds that outcome risk in the control group is an important determinant of the treatment effect [92,94,95] is to use a regression model for the outcome without treatment to estimate a risk score,

$$
E[Y|A = 0, X] = g^{-1}(X^T \beta),
$$

where $g$ is a link function and $\beta$ is a vector of regression coefficients. By estimating the parameters of this model, we can obtain the predicted outcome risk for each patient under no treatment and use that to stratify the patient population, using the risk score (a scalar) instead of the possibly very high-dimensional $X$ as the effect modifier. In general, it is dangerous to use data from the control group when developing the risk score model and then apply the risk score to the entire trial; such an approach risks overfitting the risk model to the control group (especially when the number of covariates is large, the trial sample size is small, or model selection is aggressive), which can lead to serious distortion of estimates and tests for HTE [95]; such problems can be overcome with appropriate statistical methods (e.g., leave-on-out or split-sample estimation [95]) or the use of externally developed models. Obviously, analyses based on predicted outcome risk in the absence of treatment can take advantage of the fairly large number of available (previously developed) predictive models for various index conditions and outcomes and the extensive background knowledge on risk factors for various outcomes.

An obvious alternative is to use an effect score [93,96–99]. One begins by modeling outcomes conditional on treatment as a function of covariates separately for each treatment group,

$$
E[Y^a|X] = E[Y|A = a, X] = g_a^{-1}(X^T \beta_a),
$$
where $g_a$ is a link function (possibly different for each treatment group) and $\beta_a$ is a vector of coefficients to be estimated separately for each treatment. The effect score for individuals with $X = x$ is then obtained as

$$\hat{\delta}(x) = g_1(x^T \hat{\beta}_1) - g_0(x^T \hat{\beta}_0).$$

In a sense, assessing effect heterogeneity over the predicted treatment effect is the most “informative” analysis possible, given that interest typically centers on identifying predictors of differential treatment magnitude. However, developing predictive outcome models separately within each arm of a randomized trial may lead to substantial overfitting. When the number of predictors is modest and the sample size is moderate to large, the use of resampling methods and cross-validation can address these issues. As always, model evaluation is best performed using data that were not used in model development. Also, even though the exposition in this section adopts a generalized linear model framework, the risk or effect score strategies can also be used with time-to-event where the primary additional challenge is accounting for censoring (e.g., [99–102]).

Another issue is that, for the effect score to consistently estimate the conditional average treatment effect, the outcome model for each treatment group needs to be correctly specified. This will generally not be possible (because determinants of the outcome are unmeasured or the functional form of the regression is misspecified) and it is more productive to view the models used to estimate the effect score as working models. Yet, the use of the summary variables for examining estimated treatment effects within “bins” of risk or effect score values does not require correct model specification (e.g., modifiers may be omitted or the functional form of their relationships with the outcome may be incorrectly modeled). Even when the working models are misspecified (which will almost always be the case), within groups of individuals with similar summary variable values, conditional average treatment effects are estimated consistently (in simple randomized trials). In other words, the treatment effect conditional on the risk and effect score can be consistently estimated (even when the models are misspecified) by virtue of randomization, and valid inference on the relationship between the score and the treatment effect is possible using held-out data or external data from a second trial of the same treatments (the availability of data from a second trial is not uncommon in drug development programs under the current regulatory framework).

Finally, we note that summary variables can only offer a partial solution to the problems engendered by the high dimensionality of the covariate space. With datasets of modest sample size (as are typical in applied CER), there will always be restrictions on the complexity of the models that can be fit (e.g., to develop risk or effect scores), the ability to explore heterogeneity will always be limited, and background knowledge will be needed for model building.
8.5.5 Assessing HTE in Observational Studies

Under the assumption of conditional exchangeability, the approach for quantifying HTE in observational studies is similar to that in RCTs. For example, exploration of HTE conditional on covariates via outcome regression involves the expansion of model (8.5) to include additional covariates. The correctness of inferences based on outcome regression generally depends on correctly specifying the outcome model (i.e., no omitted variables and correct specification of the functional form of the relationship between covariates and the outcome). Subgroup-specific average treatment effects adjusted for multiple covariates can be obtained by estimating effects conditional on all covariates and then marginalizing over the covariate distribution in each subgroup (a process referred to as “standardization”).

In realistic problems, investigators will often adjust for a large number of covariates many of which may be effect modifiers. Standard outcome regression methods cannot easily handle large sets of covariates and interactions of these covariates with the treatment variable. One approach is to use methods with different sparsity constraints over the main effects and interaction terms in the regression model; for example, one recent study used support vector machine classifiers with separate LASSO (least absolute shrinkage and selection operator) penalty parameters for interactions between the treatment and covariates, and other adjustment variables [3]. Even though this approach is promising, it still relies on correct specification of the outcome model for valid causal inference.

Exposure modeling methods [103] to control confounding are available when investigators have some knowledge of the treatment assignment mechanism (e.g., various methods based on modeling the propensity score for fixed exposures. For the examination of HTE over a nominal effect modifier, one can use propensity scores derived separately for each stratum of the modifier and then use the scores to estimate treatment effects within each stratum of the modifier; though this strategy has been recommended [105], its performance has not been thoroughly evaluated. We would expect this strategy to be the most appealing when the subgroups are fairly large and when background knowledge suggests that confounding may behave differentially within each subgroup. A simulation study of propensity score matching in the presence of effect modification and confounding showed that matching within subgroup using a propensity score developed in the entire study is adequate to eliminate confounding, provided that the propensity score is correctly specified [104].

The exploration of HTE using marginal structural models (both for fixed and time-varying exposures) is also fairly straightforward: inverse probability of treatment weights is used to control for confounding and the outcome model is expanded to include potential effect modifiers of substantive interest [106]. That said, information on the relative performance of alternative analytical methods of detecting HTE in observational data,
particularly using methods that rely on exposure modeling (e.g., propensity score matching or marginal structural models), is limited and further research is needed. Model specification is important when analyzing observational data and misspecification can lead to serious bias in the estimation of causal effects [107]. Chapter 1 discusses alternative estimation approaches for observational studies; the importance of heterogeneity of effects in interpreting instrumental variable analyses is addressed in Chapter 2.

8.5.6 Policy Search Methods

The preceding sections have focused on methods that rely heavily on regression models for the outcome conditional on covariates; these are sometimes referred to as regression-based methods and are by far the most commonly used and easily implemented in standard software. There is growing interest in methods that search for and evaluate the performance of the best treatment rule (a function that maps patient characteristics into recommended treatments) within a prespecified class [108–110]. These methods are sometimes referred to as policy search methods, but the distinction between policy search and regression-based methods can be subtle [110–112]. Policy search methods involve the construction of an estimator for the value of the treatment rule, that is, an estimator of the expected outcome if all patients were to be treated according to a particular rule. The choice among rules is then made by searching among a prespecified class of rules for the optimal regime (i.e., the one that maximizes value). One appealing characteristic of policy search methods is that one can use estimators of value that are less reliant on the correct specification of the outcome model [109]. A second appealing feature is that maximization can be performed over a restricted class of rules (e.g., chosen to be feasible or have manageable costs) [111]. The development of policy search methods is an active area of research and the choice among methods (regression-based and policy search) requires careful consideration of the specifics of the research problem being considered.

8.6 Reporting of HTE Analyses

In general, the choice of effect modifiers to be considered in any given study should depend on substantive considerations about factors that can plausibly be thought to influence the magnitude of the treatment effect. In addition, in some cases, analyses of HTE can be conducted with the explicit goal to demonstrate that large variability in treatment effects is unlikely, in order to support uniform treatment recommendations among patients with the same
index condition. Some “default” subgroup and model-based HTE analyses over key demographic characteristics (e.g., age, sex, race) often make sense, provided that subgroups defined by these variables are sufficiently represented in the study population. These analyses can facilitate future attempts to synthesize data (and thus are justified even when the subgroup analysis was not prespecified in the study protocol [113]). Such analyses may also be mandated legally or required as a condition for the provision of research funding. In any case, all analyses actually performed should be fully reported to avoid selective reporting bias and address issues related to multiplicity.

The reporting of HTE analyses varies across published medical studies [114,115], leading at least one major medical journal to issue reporting guidelines [116]. Recommendations are also available for the reporting of subgroup analyses in clinical trials [117] and effect modification and interaction analyses in epidemiologic studies [118]. Some special issues arise when reporting results from multivariable regression models [119].

When reporting analyses of HTE over levels of a binary, nominal, or ordinal effect modifier, it is helpful to provide sufficient information to allow the calculation of the treatment effect (and its associated standard error) within the strata of the modifier. For example, in a head-to-head randomized trial of two treatments with a binary outcome assessing HTE between men and women, the number of events and number of participants should be presented, cross-tabulated by treatment group and sex. In randomized trials, this level of reporting is adequate to “recreate” a person-level dataset with three variables (treatment, sex, and the outcome). When considering two exposures, it makes sense to present data adequate for calculating treatment effects within levels of each treatment using different measures of association (i.e., the effect of A within strata defined by B, as well as the effect of B within strata of A) and also to estimate treatment effects using a common baseline group (i.e., the effects of A alone, B alone, and A plus B, using no treatment as a common baseline category). Both analyses of HTE and causal counterfactual interaction should be accompanied by appropriate statistical indexes such as tests for statistical interaction (e.g., tests for nonadditivity on the risk difference and nonproportionality on the relative risk scale). If any analyses are adjusted for other variables (as would be expected in observational studies and some trial analyses where covariate adjustment is deemed useful), details about the modeling strategy, the variables considered, and their functional form should also be provided.

Detailed reporting allows readers to examine HTE on different scales (risk difference, relative risk) and also gives a better sense of the outcome rate within subgroups. Another reason to favor such detailed reporting is to facilitate future meta-analyses that will need to explore HTE using published (aggregate data). When detailed data are available, meta-analysts can select a meta-analysis model without being constrained by the unavailability of appropriate data from some studies under a particular model. In many cases,
individual studies are not powered to detect HTE, so meta-analysis may be the only way to explore potential effect modification by binary covariates.

The above recommendations are not very practical when considering multivalued or continuous potential effect modifiers, survival analyses with censoring, or when—as in most cases—one wants to examine multiple modifiers jointly. In such cases, access to the individual patient data may be the only way to reproduce study findings or perform detailed HTE analyses across studies. However, graphical approaches can be used to convey findings of HTE analyses over continuous covariates (e.g., [120]).

8.7 Interpreting the Results of HTE Analyses

The interpretation of HTE analyses has long been a source of debate in medicine and epidemiology [117,121,122]. Proper interpretation of findings from analyses that quantify HTE depends on the design of the study and the inferential goals, planning, and conduct of the analysis. As mentioned in Section 8.5.3, a commonly drawn distinction is between “hypothesis generating/exploratory” and “hypothesis testing/confirmatory” analyses. Hypothesis testing analyses need to be prespecified in the study protocol, typically assess a small number of effect modifiers, and are motivated by prior empirical research or background knowledge about the disease and treatments of interest. Statistical testing in such analyses is often combined with attempts to control the false-positive rate and in some cases, the study is designed with the goal of testing HTE (e.g., the sample size is chosen to attain adequate power for assessing effect modification). In contrast, exploratory analyses are not always fully specified in the study protocol, are done even if the study was not designed to have adequate power for exploring HTE, usually examine a moderate to large number of candidate modifiers, may be data driven, and are almost never combined with efforts to control the false-positive rate. A more refined classification of HTE analyses as confirmatory, descriptive, exploratory, or predictive has recently been proposed, based on the distinct analytic goals that can be pursued when examining HTE [113,123]. More generally, when interpreting the results of HTE analyses, the following aspects should be considered: the number of effect modifiers, how the modifiers were selected, whether the study was specifically designed and powered to assess HTE, the degree to which the analyses were prespecified (e.g., variables to be considered, their functional form, any cut-offs, and details of the modeling strategy), and whether an attempt to control the false-positive error rate was made. In any cases, all HTE analyses performed (whether planned or not) and the methods used to conduct them should be fully reported, regardless of what the findings were (e.g., regardless of statistical significance or agreement with prior beliefs about the magnitude and direction of HTE).
8.7.1 Credibility of HTE Analyses Using Subgroups

Especially when HTE analyses are considered to guide treatment recommendations, the considerations listed above have a bearing on the credibility of HTE analyses, an issue that has been discussed extensively in the clinical trials literature. In 1992, Oxman and Guyatt proposed a set of items for assessing the plausibility of subgroup analyses in randomized-controlled studies [124]. They suggested considering the following questions:

1. Is the magnitude of the difference clinically important?
2. Was the difference statistically significant?
3. Did the hypothesis precede rather than follow the analysis?
4. Was the subgroup analysis one of a small number of hypotheses tested?
5. Was the difference suggested by comparisons within rather than between studies?
6. Was the difference consistent across studies?
7. Is there indirect evidence that supports the hypothesized difference?

This list was expanded in 2010 [125] to include a total of 11 prompting questions:

8. Is the subgroup variable a characteristic measured at baseline or after randomization?
9. Was the direction of the subgroup effect specified a priori?
10. Is the significant subgroup effect independent? (This question asks whether an interaction term in a model remains statistically significant after adjusting for another potential effect modifier.)
11. Is the interaction consistent across closely related outcomes within the study?

Using criteria very similar to these, a review of 207 trials reporting subgroup analyses concluded that “the credibility of subgroup effects, even when claims are strong, is usually low” [126].

In view of the concepts discussed earlier in this chapter, most of these items appear to have face validity and may be useful as reminders of issues to consider when interpreting claims about effect modification. However, some caveats need to be mentioned. First, the questions are impossible to apply on continuous effect modifiers (without dichotomizing them) and seem to place too much emphasis on hypothesis-testing procedures. Second, operationalizing the questions for application to a specific analysis (e.g., what is a “clinically important effect,” what exactly counts as “indirect evidence,” and how is the strength of that evidence to be assessed?) appears challenging.
Third, a practical method for jointly assessing all 11 questions to determine the “likelihood that a subgroup effect is real” may be hard to defend (e.g., how many questions need to be answered in the affirmative? How are matters of degree to be resolved?). Fourth, the authors proposed that the plausibility of subgroup effects should be exclusively assessed using relative measures of effect (e.g., relative risks). As we discuss in Section 8.7.2, HTE on the risk difference scale is usually of greater interest for decision making, both for individual-level and public policy decisions. More generally, although heuristics can be useful, they may encourage formulaic application and discourage in-depth examination of HTE findings.

A more comprehensive examination of HTE would involve case-by-case deliberation using background knowledge, intimate knowledge of the study design and conduct, and statistical principles to interpret study data [127]. This form of assessment cannot be easily reduced to a checklist of items and usually requires the involvement of topic-area and methods experts. Case-by-case deliberation is necessary when facing complex questions (treatments with many possible modifiers) and difficult decisions (e.g., approval of a drug only for a subgroup of patients).

8.7.2 Decoupling the Analysis Scale from the Interpretation Scale

In the context of CER, what is ultimately most germane is detecting, quantifying, and reporting in a clear and usable manner clinically relevant HTE. For person-level and policy decisions, HTE is best assessed on an additive scale. However, because model building on a multiplicative risk scale (e.g., log-linear or logistic regression models) is often believed to produce more parsimonious models and because logistic and Cox regression models are computationally convenient (and numerically more stable) than models on the additive scale, the vast majority of published analyses in biomedical journals analyze and interpret HTE on multiplicative scales (this relates to the general preference for quantifying effects using relative risks in epidemiology [128,129]). The choice of scale, together with the preference for parsimonious models, may have unintended effects: insisting on parsimony when modeling on a relative risk scale can lead to highly nonlinear models for the effect of the exposure; in contrast, insisting on parsimony when modeling on the risk difference will lead to linear models [130]. In both cases, models will have few product terms between the exposure and effect modifiers (a consequence of insisting on parsimony). As such, models on different scales can produce very different predictions for the effect of exposure, even when they have comparable fit. We argue that in many cases (and when justified by the study design), the analysis and interpretation of HTE should be decoupled: analyses should aim to reflect as closely as possible the relationship between treatment, covariates, and the outcome of interest, using background knowledge about the condition of interest and the treatment,
making use of advances in statistical modeling, and using a computationally convenient approach for estimation [42,130]. However, when using the analysis results to make decisions, it is important to present results in a way that is intuitively accessible to decision makers; in most cases, this means “back-transforming” the results to the risk difference scale.

8.8 HTE Assessment in Practice: The Diabetes Prevention Program

To illustrate the concepts and methods discussed in the previous sections, we use a dataset derived from the Diabetes Prevention Program (DPP), a three-arm randomized trial of interventions for preventing the development of diabetes among high-risk individuals [131]. Briefly, the DPP enrolled patients with a body mass index of 24 or higher (22 or higher in Asians), impaired fasting glucose (plasma concentration of 95–125 mg/dL), and impaired glucose tolerance (plasma concentration of 140–199 mg/dL 2 h after a 75 g oral glucose load). Participants were randomly assigned into three groups: (1) standard lifestyle recommendations (written information and an annual individual session that emphasized the importance of a healthy lifestyle, following dietary guidelines, weight reduction, and increased physical activity) plus metformin, an antidiabetic medication; (2) standard lifestyle recommendations plus placebo; and (3) an intensive program of lifestyle modification (a 16-lesson individualized curriculum on diet, exercise, and behavior modification followed by individual sessions and group sessions aiming to achieve and maintain a weight reduction of at least 7% of initial weight through healthy diet and to engage in moderate-intensity physical activity for \( \geq 150 \) min per week). The outcome of interest was diabetes, diagnosed on the basis of annual oral glucose tolerance tests or biannual fasting plasma glucose tests, according to the 1997 criteria of the American Diabetes Association. Data for the analyses presented here were available from 3,081 individual patients (of 3,234 DDP participants, 95%; local institutional review boards decided not to make data available for the remaining participants). Readers should consult Reference 132 for a clinically oriented discussion of the findings.

In the overall trial population, both metformin (plus standard lifestyle recommendations) and aggressive lifestyle intervention were more effective than standard lifestyle recommendations (plus placebo). After a median follow-up period of 2.8 years, progression to diabetes was reduced by 58% in the lifestyle modification group and by 31% in the metformin group, both compared with the standard recommendations plus placebo group. Many factors measurable at baseline (e.g., fasting blood sugar, blood lipids, and BMI) are predictive of progression to diabetes and are candidate treatment
effect modifiers on the multiplicative or additive scale. In addition, the implementation of the interventions in practice has proven difficult because of concern about side effects (for metformin) and logistical challenges (for aggressive lifestyle modification). Thus, there is interest in targeting these effective treatments to subsets of the population that are likely to benefit most from intervention.

We used an “external” risk model developed in the Framingham Offspring Study [133] to obtain the predicted outcome risk for trial participants. The model is based on the following covariates: age, sex, parental history of diabetes, BMI, systolic blood pressure, HDL-C levels, triglyceride levels, waist circumference, and fasting glucose. We stratified patients into quartiles of predicted risk obtained from the Framingham model, calculated treatment effects in each quartile, and tested the null hypothesis of no effect heterogeneity across quartiles.

It is worth noting that many other determinants of risk for diabetes can be considered. For example, a systematic review [134] of studies on models predicting diabetes risk identified 17 factors that were found to be predictive of diabetes development in at least three previously developed models: fasting blood sugar, hemoglobin A1c, age, body mass index (in kilograms per meter of height squared), waist-to-hip ratio, waist circumference, height, triglycerides, high-density lipoprotein cholesterol, systolic blood pressure, physical activity metabolic equivalent, sex, race/ethnicity, family history of diabetes, self-reported history of hypertension, self-reported history of high blood glucose (including “borderline” high glucose or only during pregnancy), and smoking status. These variables were combined in a predictive model for the outcome that was fit to the trial data without using information on the trial arm in which participants were assigned. This strategy is sometimes used to avoid issues induced by overfitting when using only the control arm to estimate the parameters of the risk model, while using all available data. Though increasingly popular and supported by a small simulation study [135], the strategy is not fully satisfactory (e.g., it is clear that, when the treatment has an effect on the outcome, the outcome model is “intentionally” misspecified). For comparison with the results obtained using the Framingham model, we also examined effect heterogeneity over quartiles of predicted risk defined on the basis of the internally developed risk model.

We summarize the results from all analyses in Figure 8.2 by plotting effect estimates both on the hazard ratio scale (assuming proportional hazards and using the Cox model) and on the risk difference scale (at median follow-up, with risk calculations based on estimates from the Cox model). For the comparison of intensive lifestyle modification versus standard lifestyle recommendations and placebo, there was little evidence of HTE on the multiplicative scale but there was statistically significant evidence of strong heterogeneity on the absolute risk difference scale. For the comparison of metformin plus standard lifestyle recommendations versus standard lifestyle recommendations plus placebo, there was statistically significant evidence of
FIGURE 8.2
HTE analyses in the Diabetes Prevention Program. Panels on the left present results from the comparison of lifestyle modification against standard lifestyle recommendations plus placebo; panels on the right present results from the comparisons of metformin plus standard lifestyle recommendations versus standard lifestyle recommendations plus placebo. Top panels present results for treatment effects on the multiplicative (hazard ratio) scale and bottom panels present results on the risk difference scale. Risk groups correspond to quartiles of predicted risk based on an externally developed model (black markers) or an internally developed model (white markers). Extending vertical lines denote 95% confidence intervals. p-values are based on tests of the null hypothesis of no effect modification (separately for the externally and internally developed risk models). Horizontal dashed lines denote the estimate of the merge effect for each comparison.

HTE on both the multiplicative and additive scale. Results were qualitatively similar when heterogeneity was assessed over quartiles of risk predicted using the Framingham model and using the internally developed model.

8.9 HTE in Meta-Analysis
When heterogeneity manifests itself across a set of comparative effectiveness studies in such a way that some studies favor one treatment and others either favor another or find no significant difference between them, it may be possible to use meta-analysis to assess the sources of the heterogeneity (see Chapter 10, [136]). While some of these differences may simply reflect random variation, others reflect systematic differences in study populations, designs, and quality of execution. Meta-regression can be used if only study
summaries like averages are available or multilevel modeling if individual participant data from each of the studies can be obtained. Analysis of across-study heterogeneity extends the methods for analyzing heterogeneity in a single study discussed so far in this chapter to incorporate between-study differences. Some of these differences could just as easily be present in a single study (e.g., different types of individuals), but others related to study design and execution are fundamentally differences that only appear across studies. For instance, estimated treatment effects in a well-conducted randomized trial are often quite different from those found in an observational study that has not properly controlled for baseline differences between the treatment groups.

Evaluation of heterogeneity depends crucially on the type of data available. When data from each participant in each study are available, one can assess heterogeneity over person-level characteristics (e.g., age, gender, or disease severity) [137,138]. Such assessment is also possible when individual studies consistently report results stratified by person-level characteristics (e.g., subgroup analyses) or when studies report the results of HTE analyses (estimates of product terms between treatment and the effect modifier of interest in regression models). If only aggregate data such as the average age of participants in the study are available, it is only possible to get a sense of heterogeneity by examining the association of these characteristics with the estimated treatment effect. Associations of treatment effects with study-level covariates may not reflect HTE over patient-level characteristics, even when effects are truly variable at the patient level [139,140]. As an example, consider a treatment such as flu vaccine that is particularly effective among older individuals. Two studies of flu vaccine may find different treatment effects because of different distributions of elderly individuals in the studies even if the average age of the participants varies little. The presence of a small group of elderly individuals at risk in one study may be enough to impact the overall treatment effect estimate without substantially changing the mean age. Study-level characteristics, such as the year when the study was conducted, that apply to every individual in the treatment group or in the entire study do not require such individual data, but require information from different studies to properly assess heterogeneity. Unfortunately, because the studies may differ in other aspects as well, the influence of different study characteristics on results cannot be can be difficult to disentangle.

8.10 HTE and Clinical Decision Making

Clinicians choose how to treat a patient by considering the anticipated effects of treatments and their understanding of their patient’s values (preferences). For example, most clinicians would not prescribe statins to a 50-year-old
man at very low risk of cardiac disease. The minor anticipated benefit does not offset the inconvenience of daily pill-taking, the risk of experiencing a rare but serious adverse event (rhabdomyolysis), or the associated cost. By contrast, most clinicians would prescribe statins to a woman with high low-density cholesterol uncontrolled by lifestyle modifications, because they would perceive that the balance of benefits and risks favors treatment [141]. This “heterogeneity” in decision making across different patient subgroups is pervasive in clinical practice and is intuitively clear to practitioners. It is conceptually related to HTE as examined in this chapter, but additional considerations apply.

First, decisions are rarely determined by a single outcome. In the examples above, the optimal action is chosen based on the valuation and aggregation of several dimensions, namely, benefits, harms, preferences for different outcomes, and costs. Each dimension can have different treatment effect modifiers, and more generally, a different instantiation of group-level HTE (Definition 8.2). Even if HTE in each dimension is satisfactorily modeled using regression methods, the relationship of effect modifiers with the evaluated and aggregated decision-relevant quantity can be complex.

Second, as discussed in Section 8.5.2, the scale on which decisions are made can differ from (be a nonlinear transformation of) the scale on which HTE is modeled. Thus, even if the model used to assess HTE using Definition 8.2 includes no product terms (“statistical interactions”) of treatment with other variables on the logit scale, the risk difference between treatment and control will change across levels of the variables in the model. When relative treatment effects are constant for all outcomes of interest, difference in the decision-relevant quantity in the risk difference scale can be large or small depending on the baseline risk of each outcome in various populations.

Third, decisions correspond to a discretization of an underlying decision-relevant quantity (equivalently, a loss function) according to some decision criterion (e.g., to minimize expected loss). The decision may therefore depend on factors in addition to HTE and so the optimal choice may either be the same across subgroups despite HTE or different despite a lack of HTE. For example, one may still decide to treat both men and women, even if the treatment is moderately beneficial in men and very beneficial in women. Conversely, a treatment with a moderate cost and a constant relative treatment effect with respect to a key health outcome will have a different benefit on the risk difference scale for individuals with different baseline risks. Consideration of the unit cost per percentage change in risk may lead to different decision thresholds so that treatment is reserved for the higher-risk patients.

8.11 Concluding Remarks

The exploration of HTE is now widely recognized as a key activity in patient-centered CER and a prerequisite for personalized care. This chapter
reviewed concepts of HTE at the individual level (as heterogeneity of person-
level causal effects) and at the group level (as heterogeneity of conditional
average treatment effects or effect measure modification). We discussed the
relationship between HTE, causal interactions, and statistical interactions
(deviations from additivity) and their implications for the interpretation of
statistical analyses. The very large number of potential effect modifiers means
that analyses must consider multiple modifiers jointly, in order to address
the reference class problem. However, advances in measurement and data
storage mean that the number of potential effect modifiers covariate space
to explore far exceeds the sample size of our clinical studies. Consequently,
even as routine data collection of observational data (e.g., availability of elec-
tronic health record information) leads to increases in the number of available
observations, a lot of methodological research remains to be done. Our abil-
ity to understand HTE can be improved by developing methods to design
randomized trials to optimally address HTE questions, by finding ways to
leverage background knowledge, observational data, and randomized tri-
als to address clinically meaningful questions, and by developing analytical
methods that can better cope with the complex questions we need answered.
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ABSTRACT This chapter discusses a range of issues that might help frame how evidence of comparative effectiveness (CE) is judged in the regulatory setting, taking into account the experiences gained from evaluating the efficacy of medical products, especially pharmaceuticals. We propose a

* The opinions reflected in this chapter are those of the author and do not reflect the FDA policies or positions.
hierarchy of standards of evidence that are aligned with the questions and issues of importance to each constituency that will use the evidence. The Food and Drug Administration regulatory experience for pharmaceuticals is based upon the evaluation of substantial evidence of the efficacy and safety of pharmaceutical products. The regulatory standard is derived from randomized-controlled clinical trials and can inform about the types of studies, including randomized studies and observational studies that could be conducted to support CE conclusions. There are several government bodies that have sponsored work on guidances and methodologies relevant to comparative effectiveness research and some of this material will be briefly covered.

9.1 Introduction and Goal of the Chapter

Comparative effectiveness research (CER) may mean different things to different constituencies. In one of its forms, as defined by the Institute of Medicine (IOM) [1], it is research that is used to provide evidence for decision makers to make informed choices. More specifically, the IOM defines CER as “the generation and synthesis of evidence that compares the benefits and harms of alternative methods to prevent, diagnose, treat, and monitor a clinical condition or to improve the delivery of care. The purpose of CER is to assist consumers, clinicians, payers, and policy makers to make informed decisions that will improve health care at both the individual and population level.” In order to make any substantive statistical contributions in this area, it is important to consider who those decision makers are; what are the consequences of those decisions for an individual, a population, a health plan, or a payer, or for marketing approval; and what types of evidence are necessary for the particular situation. Essentially, what is needed is a hierarchy of standards of evidence that are aligned with the questions and issues of importance to each constituency that will use the evidence.

The goal of this chapter is to propose a framework for how evidence of CER might be judged taking into account the experience gained from evaluating the efficacy of medical products, especially pharmaceuticals, in the regulatory setting. The Food and Drug Administration (FDA) regulatory experience for pharmaceuticals is based upon the evaluation of substantial evidence of the efficacy and safety of these products, the regulatory standard, which is derived from randomized-controlled clinical trials, and this experience is relevant to inform about the types of studies, including randomized studies that could be conducted to support CER conclusions.

With regard to observational studies and research, FDA supported the Sentinel initiative (Mini-Sentinel, Observational Medical Outcome Partnership [OMOP]) [3,21] to evaluate the performance of study designs for observational data used for active safety surveillance, focused on detecting signals
of safety risk associated with regulated medical products. The Mini-Sentinel and OMOP experience might contribute to framing the role of observational studies in a CER hierarchy of evidence. Establishing a hierarchy of evidence aligned with the objectives, data sources, study designs, methods of analysis, and the consequences of the conclusions and actions based on studies seems a relevant goal given the current discussions and controversies surrounding CER. While it is challenging to do so, it is important to balance the strength of evidence needed to support the actions for different decision makers against the consequences of an incorrect decision.

It is argued that studies that provide evidence for regulatory decisions are often too narrowly focused and conducted under controlled conditions and therefore are not likely to apply in the actual practice of medicine or healthcare delivery. CER promotes the concept that studies conducted in a more uncontrolled real-world setting, including what are called pragmatic trials, are more relevant. While this may be the case, these pragmatic-type designs face challenges to their interpretation and evidentiary role. Thus, studies that provide evidence in more “real-world settings” should be judged in the context of what decisions will be made on the basis of their conclusions, and what are the risks to the use of flexible standards that attempt to balance real-world studies with the validity of their conclusions.

At the core of the CER initiative are three important areas: the measurement and assessment of real-world outcomes in actual practice and conditions of use; the increasing availability of health claims data and electronic health records that can serve as the basic data source for studies; and the proposed use of observational studies based upon electronic records or pragmatic randomized clinical trials. With regard to the interest in real-world outcomes in the current practice of medical care delivery, that need is driven by the many unanswered questions of importance that pertain to informing patient or provider decisions for which treatments to choose from when alternatives exist. It is the hope that the Affordable Care Act [4] with its expanded health insurance coverage and the emerging availability of electronic health records will facilitate the ability to address these questions with studies that use real-world data collected as part of the real-world delivery of health care. This of course is a tall order if scientific rigor is to be addressed at the same time since there will be a need for a balance between scientific rigor, practicality and cost of obtaining answers, and the consequence of the wrong conclusions drawn from inadequate CER studies.

That is why a consensus is needed on some form of evidentiary standards because all situations requiring information for decision making should not be held to the same standards. These standards are set very high for medical products that are regulated and which must demonstrate their efficacy and safety before entering the market place. Much can be learned from how these standards of evidence and the principles of research derived from them have served the public health and improved the evidentiary database of comparative trials. The clinical study designs that rely on randomization and other
design principles to minimize bias and afford high degree of certainty to study conclusions have matured over the last 50 years or so since the efficacy standards for new drugs were placed into law by Congress [5]. There are many lessons learned from this regulatory experience with evaluating the efficacy of new drugs and monitoring their safety. Some of this experience relates to comparing two or more alternative therapies, one of which is investigational and the other of which is an approved effective therapy, in what are called noninferiority (NI) trials. The NI design is one design that is used to infer efficacy for an investigational treatment based on a comparison with an already-approved and marketed effective treatment. The objective of an NI design is to show that the response to an investigational drug is not materially different from that of an approved on-the-market therapy by an empirically based predetermined effect size margin that is carefully chosen to be a medically acceptable zone of difference in efficacy with regard to an outcome supporting the claim. Very few proven effective therapies have gone head to head in a trial where one is demonstrated to be superior to the other, and when that does occur, the relative treatment differences in effects are usually modest. The regulatory experience with active controlled NI trials is relevant to the design and interpretation of CER studies intended to compare two or more treatment strategies that are used in actual practice.

This chapter will touch upon some of the regulatory experience that might be useful for setting a hierarchy of evidence for interventions, treatments, and medical products, especially those that do not require regulatory approval but that do require sound scientific approaches and rigor to minimize false conclusions. We will discuss some challenges to arriving at a hierarchy for evidence.

9.2 Challenges in Developing a Hierarchy of Evidence

9.2.1 Aligning the Type of Evidence with the Decision Maker’s Use of It

Goodman [6] addressed the issue cited in Challenge 1 in the context of what type of clinical trial may be sufficient for different decision makers in the CER space based on the type of evidence the study provides and the questions that the study addresses. The study designs themselves are likely to be different depending upon the decision maker’s objectives. A clinical trial for regulatory purposes may be different than one conducted for a payer. For example, the FDA may accept certain outcomes, or certain study designs, or certain comparators to support a label claim, and require blinded adjudication of an investigator’s ascertainment of patient outcomes where documentation can be audited for confirmation. But the outcomes or the questions addressed by the regulatory trial may not be as relevant to a decision maker whose decisions affect coverage policies for their subscribers, such as health insurance
plans. Thus, a payer may need different answers to comparative questions for which the certainty of the conclusion is just as important, perhaps as the regulatory approval decision in terms of the impact on populations.

Goodman [6] argues for aligning the questions addressed by the trial with the needs of the decision maker. As he notes, even randomized trials that are well conducted may not be useful for some purposes—in other words, the objectives need to be aligned with the need. The generalization of the randomized clinical trial and the comparators used in the trial is important to the decision makers because of their population of interest. A pragmatic trial (discussed in Challenges 4 and 5) conducted within a health plan population, in contrast to an explanatory trial conducted under more controlled conditions in a selected population, may be more relevant to these payer decision makers. The choice of such a design however must take into account that a pragmatic trial faces challenges to its interpretation, as we will discuss in more detail later.

Woodcock [7] commented on the potential promise of electronic medical records as the data capture source in a randomized pragmatic trial within a healthcare system, and how such a study could be useful for regulatory decisions on pharmaceuticals or other medical products. Woodcock [7] notes that such trials could provide relevant data on longer-term safety of drugs, their use in heterogeneous populations, or the optimal durations of use. She further suggests that such randomized outcome studies could be robust enough for regulatory use and fill gaps left by the current product development process. However, a lot needs to be done to align the practice of healthcare delivery with the research agenda, and it seems this is a very fruitful area for methodological research and collaboration. It is unlikely that, at this time, the use of pragmatic trials that would use medical records for data capture would or could be conducted preapproval or prior to marketing authorization, a point that has been made by both FDA and European Medicines Agency (EMA) officials [8].

The type of data needed may depend on the decision maker and the consequences of the decision. For example, if the decision maker is a medical practitioner, or a patient, the choices they make impact that individual alone so the consequences and the types of data that are relevant to them may be different from a payer setting policy or a regulator approving an efficacious drug. Information on hip replacement surgeries is of interest to many constituencies, including patients who need to make choices about surgeons, hospitals, techniques, and/or devices. Information for an individual choice, for example, is provided in a report prepared by the Vermont Program for Quality in Health Care, which collected data on infections following hip replacements for Vermont hospitals from October 1, 2009 through September 30, 2010 [9]. A standardized infection ratio was created to compare the number of infections following hip replacement surgeries in Vermont to national data for people having the same surgery. The ratio takes into account patient and medical characteristics such as age, gender, length of surgery, and overall
assessment of physical health that may increase or decrease the patient’s risk of infection. This adjustment is a typical epidemiological approach to standardization. This type of data, while not a randomized study, is useful for comparative purposes and may be all that is available to make decisions. The data are descriptive yet potentially useful for the use to which they are being put. This leads to the next challenge.

9.2.2 Descriptive Assessments versus Causal Conclusions

With the availability of electronic claims data and electronic medical records, registries, and the like, the opportunity exists to evaluate, analyze, summarize, and describe massive amounts of information that are collected but not currently used systematically to inform decision making. Some databases, such as Medicare and Medicaid claims data, and longitudinal linked electronic records maintained by health insurance plans can inform on many questions of interest to an individual as well as to policy makers. For this purpose, there are many descriptive analyses of already-collected data that could inform about patterns of use, exposure, access, geographic patterns, practice patterns, provider choice differences, relative frequency of choosing one versus an alternative approach, and so on.

The descriptive statements about these data should be recognized as such, and should not be overinterpreted or compared to other descriptive summaries. Generally, two or more descriptive summaries when compared likely will not provide an unbiased comparison or a fair one, without an assurance that competing therapies are each being used optimally under their proposed conditions of use, and the populations are similar. There are many examples of how descriptive data might be useful. Simply summarizing usage or exposures or prescriptions for different states, geographic regions, clinical practice types, Medicare plans, age and gender groups, and so on provides information on variation of practice without making any causal conclusions as to the reasons why such variation occurs. Prevalence of different types of surgery in different geographic regions or different health plans, stratified by relevant categories, is informative. Incidence of certain codes used to capture outcomes associated with different patient treatment or response patterns can be informative, even as a prelude to understanding factors that inform about the propensity to prescribe or use a treatment.

Thus, descriptive statements that are factual about how medical interventions are assigned, used, tolerated, used in conjunction with other therapies, and switched to alternatives may be useful to an individual patient, an individual medical practitioner, a health plan analyst, or a payer.

On the other hand, causal conclusions about comparative benefits, risks, or trade-offs rise to a different level of evidentiary standard. Inferential conclusions are usually associated with causal conclusions backed by tests of hypotheses that are prespecified and whose uncertainties of conclusions can be quantified. This is where randomized studies shine and such studies are
needed for most causal conclusions, but in some situations, observational research may serve the causal conclusion role if factors, that can be controlled for by design or analysis, can overcome unobserved confounding and other sources of bias inherent in observational research. Usually, drawing causal conclusions from observational research should be reserved for large treatment effect sizes, which may not be the situation for most alternative treatments that are compared. It has been suggested that knowledge of database features and outcomes to be assessed should be evaluated in advance of planning a CER study as a basis for deciding whether it is feasible to study the anticipated treatment differences [39]. The regulatory experience in this area is very important to understand and that will be discussed next.

9.2.3 Building on the Regulatory Experience in Evaluating Evidence of Efficacy and Treatment Effects in Noninferiority Studies—A Form of Comparative Efficacy

There are lessons to be learned from the regulatory experience of evaluating clinical research and clinical trials conducted to support the efficacy and safety of medical products. As Woodcock [7] noted, these lessons range from moving beyond the era of anecdotal clinician statements about the alleged efficacy of a medical product or intervention, to the era of conduct of poorly designed or conducted studies whose conclusions were suspect and could not support evidentiary conclusions, to a modern evidentiary standard where the drug development and regulatory review process requires statistical study design and analysis methods developed to control or minimize incorrect conclusions and where study designs and procedures are employed to assure the use of appropriate control groups, comparisons that are unbiased or account for various biases to reach valid causal conclusions.

The most important milestone in establishing the evidentiary standard for drug efficacy and safety came about with the Harris Kefauver amendments of 1962 [5] outlining the need for substantial evidence derived from adequate and well-controlled trials. Subsequently in 1970, the features of an adequate and well-controlled trial were defined including a focus on study design, choice of control group, randomization, outcome ascertainment, minimizing bias, and appropriate analysis methods. Historical controls is one of the acceptable controls when appropriate. This could be a nonrandomized comparison that involves comparing a concurrently treated cohort with past historical cohorts for which valid comparisons is achievable. But that study design is not the norm, and it is usually limited to situations where large treatment effects over and above historical response are demonstrable.

The comparison of an investigational treatment to a control group to support evidence of treatment efficacy and the other principles for experimental evidence such as randomization and blinding, minimizing observer bias, and assuring comparability of treatment groups is the basic framework of current
product development and regulatory review. In particular, the choice of control groups is one of the considerations in the regulations as is the choice of a study design to establish whether a drug is effective or not. As Temple [11] has noted in an extensive discussion about regulatory experience in comparative evaluations, the randomized NI study design contains many lessons learned that are applicable to CER studies that might use the observational approach. The key point here is that an observational study conducted as if it were an NI study would likely lack assay sensitivity, a critical design requirement for a randomized NI study, as explained below.

Temple [11] and Woodcock [7] summarized different aspects of the regulatory experience and these references are worth reading in order to obtain a deeper understanding of the relevance of that regulatory experience to CER evaluation. We will only summarize a few points from those articles.

When one cannot ethically conduct a placebo-controlled comparative clinical trial to evaluate an investigational agent, there are several alternative designs that might be used, one of which is known as the NI design. This design is a direct randomized comparison of a marketed effective treatment to one that is still in its investigational stage and unproven as effective. The marketed treatment is a drug that has demonstrated its efficacy, usually in one or more randomized placebo-controlled trials, and the magnitude of the treatment effect is known (estimated) based upon those trials with a placebo comparator. Knowledge of the magnitude of effect for the marketed product allows an empirically established margin of treatment effect to be chosen for the NI study, whose objective is to show that the investigational drug is not materially inferior in effect to the market product. The NI design does not require that one show a difference in effects or superiority of one treatment to the other. While this is a direct randomized comparison to demonstrate the investigational drug does not differ by more than a prespecified amount based upon the empirically demonstrated effect of the marketed approved product, the NI design also provides an indirect inference that the investigational product is effective in that it would have been superior to a placebo or perhaps a standard of care, were one included in the NI design.

However, that conclusion from an NI design requires an additional condition that needs to be satisfied to make a valid inference. The prespecification of the margin for how different the two treatments in the NI design can be in order to make a valid conclusion is a challenging task. It is not always possible to determine that margin in order to demonstrate the efficacy of the investigational drug. In the regulatory setting, this NI design and choice of margin is critical for demonstrating evidence that the investigational treatment (not yet approved for that claim) meets legal standards to prove it is effective based upon the size of the treatment effect of the active comparator and how much of it the investigational comparator should preserve. The additional assumption is that the approved and marketed effective comparator will, in this NI study, have the same effect it has demonstrated in prior studies. Whether the approved comparator will have that effect in the current
NI study under its conditions of use is something that is often not the case for treatments that produce variable symptomatic response, and something that may be challenging to support for real-world NI study under less controlled conditions. There are many examples where an effective treatment may not be replicable in any particular study. For example, treatments for symptomatic disease like depression and anxiety are difficult to repetitively demonstrate effects for known effective treatments, that is why a placebo is usually needed and NI studies are seldom used in that setting.

Consider how the study of a subjective outcome like patient-reported outcomes or quality of life measures might be addressed in CER. The regulatory experience illustrates the difficulty in interpreting the results of a direct comparison of two treatments, particularly when there is no discernible difference in effect size between them, as there might be with CER comparisons of competing or alternative therapies. For a randomized study, the interpretation of superiority (i.e., a real difference) of one treatment relative to another is easier than the interpretation of similarity or no observed difference between alternative therapies. A CER study comparing two alternative therapies that results in no material observed difference between them might be uninterpretable for many of the reasons well known to the NI design and articulated in numerous literature articles, and regulatory guidances \[12,13\]. Without a no-treatment or a standard-of-care control group (like a placebo) incorporated into a planned comparison to distinguish if true effects are detectable, two treatments whose effects are observed to be similar can either both be comparably effective or both be ineffective under the circumstances of study but one cannot distinguish which is true. However, if a treatment was compared to a standard of care, using an appropriate population, and found not to be different, that is probably an interpretable conclusion.

The comparative study becomes more complex when three or more alternative therapies are compared among each other, as the certainty of the conclusions for each pairwise comparison, or all possible comparisons, is subject to statistical multiplicity concerns, which are well known to the clinical trial community and discussed in international guidelines for statistical principles for clinical trials \[32\]. One solution is to plan the study for strong control of the type 1 error (false-positive conclusion) whenever there is more than one comparison of interest.

9.2.4 Introducing Randomization into Comparative Evaluations in Healthcare Systems Where Equipoise Exists

A pragmatic clinical trial is a naturalistic experiment defined as a prospective randomized study where, following randomization of patients to an intervention, patient care is left to the practitioner according to his/her typical practice. The pragmatic trial is intended to maintain the advantages of randomization while examining outcomes in routine care setting. This is in
contrast to an explanatory trial that is conducted in more controlled circum-
stances and selective patient populations, and this type of study is usually
the basis for regulatory decision making. The idea of using randomization
for comparative studies within the healthcare system and making use of the
electronic health record for data capture and collection is receiving increasing
attention [14,15,35,37,38]. A pragmatic trial is not the same as a large simple
trial, but it may appear to be so when the large simple trial is conducted
in the routine delivery of care. Sample size of the trial is usually not the
distinguishing feature between the large simple trial and a pragmatic trial
conducted in a real-world unblinded setting. A large simple trial, such as
those conducted for postapproval safety assessment, often involves consid-
erable resources for event ascertainment, adjudication, and data cleaning and
monitoring. For a pragmatic trial that may be conducted within a healthcare
plan, it is likely that the healthcare record will be the source of data cap-
ture so there is a need to assess the quality of the data in medical record
databases. Classical large simple trials evaluate a hard endpoint that is usu-
ally not misclassifiable, such as mortality. The large simple trial is designed
to capture a limited number of outcomes and patient characteristics so that
there is some protocol-induced uniformity and structure to the information
collected. Sometimes, the endpoints may be adjudicated blindly by an inde-
dependent committee if cause-specific events are the objective of the study.
When that is needed to support the credibility of conclusions, the large sim-
ple trial is not so simple, although it may be called so. Large simple trials of
this type may not be synonymous with a pragmatic trial considered within
a healthcare system when no additional adjudication of outcomes or patient
electronic records is envisioned.

It is tempting to favor pragmatic clinical trials to address some of the real-
world comparisons of interest to the CER community because these trials
would be conducted within the practice of medicine and normal delivery of
health care, using as source data the electronic medical record from which
key outcome variables and other preexposure and/or exposure variables are
extracted. However, there are challenges to the interpretability of pragmatic
trials. Experience with pragmatic trials conducted within a healthcare system
is relatively limited at this time, and methodological research is needed to
help design and extract as much causally valid inference from these studies
as feasible. Pragmatic trials are likely to be the major cost-effective way of
addressing future CER questions, aside from observational studies that may
fill another evidentiary gap, but we would rank order randomized pragmatic
trials as a higher standard of evidence than observational cohort studies.

Because there is no control for how patients may be treated or managed
once assigned to randomized interventions, pragmatic trials soon face the
issues that the best observational study will face. Goodman [6] recognized
this and gave as an example the difficulty in interpreting the Spine Patient
Outcomes Research Trial (SPORT), which looked at surgical treatment for
back pain relative to a host of nonsurgical options, arguing that the results
may not be very convincing to the orthopedic community. Goodman suggests that in the future, randomized pragmatic trials will be a rich ground for applying observational research methods to them for making valid subgroup inferences, where observational research methods might address sources of noise that will occur in the real-world situation.

Ware and Hamel [17] have also provided some insight into the difficulties in interpreting pragmatic trials when conducted in real-world settings. They discuss challenges with interpretation resulting from potential biases and uncontrolled factors. In commenting on two pragmatic trials published in the New England Journal of Medicine, they provide a very useful discussion for how difficult the interpretation of causal conclusions can be because of very fundamental issues that pragmatic trials face. Ware and Hamel acknowledge the strengths of these trials, such as the full assessment of outcomes on all randomized subjects, full follow-up during the 2-year treatment to capture longer-term effects, as was done in the studies commented on. Full follow-up and outcome ascertainment is always a good feature for any study but is a challenge for an explanatory randomized trial in the face of switching of therapies. The retention of subjects for a defined period of time with little to no loss to follow-up may be a strength of a pragmatic trial but this strength may be counterbalanced by informative censoring of exposure and outcomes as a result of switching of therapies for causal reasons not allowing an otherwise observable outcome to be counted against a prior exposure.

Ware and Hamel [17] point out a number of challenges to the causal interpretation of findings of a comparison in these pragmatic trials. For example, if patients change or discontinue treatment, this is not a nonadherence problem but rather nonadherence is an outcome in itself and can inform about the usefulness of two or more treatments that are compared. If adherence is differential, any comparative outcomes are likely to be difficult to interpret particularly for time-dependent outcomes. Nonadherence will impact any intent to treat analysis, and has different consequences for a trial designed to demonstrate superiority versus a trial to demonstrate noninferiority, or in this instance, sameness. As noted above, NI trials are used when placebos cannot ethically be used, and are intended to show that one treatment is not materially worse than another. CER studies will face the same issues in some form or the other.

Related to nonadherence is the switching from one treatment to another, especially for long-term treatment with extended follow-up of longer-term outcomes. Such switching of treatments, the timing of such switches, and the multiple outcome events leading up to that switch will be challenging to address in analysis. It is unclear if any analysis may be able to overcome this obstacle to produce valid, interpretable causal conclusions. Ware and Hamel [17] go on to point out that most pragmatic trials conducted in real-world setting are unblinded so that patient-reported outcomes and clinician assessment of events and outcomes, and behavioral choices may also be potentially
biasing to the comparative evaluation. They also point out that there are few strategies available to assess bias or its impact associated with differential patient behavior, or provider choices subsequent to randomization. One solution they propose is to include both objective and subjective outcome measures that may be compared for consistency.

Ware and Hamel [17] conclude that pragmatic trials are designed to study real-world practice and represent a less than perfect experiment than pure efficacy trials because they sacrifice internal validity for generalizability. The challenge is to keep the balance right so that the findings are likely to be both correct and applicable to the clinical practice or healthcare delivery system. This is also a challenge to the establishment of a hierarchy of evidence aligned with the questions needing to be addressed and the consequences of getting it wrong.

9.2.5 Tapping the Potential to Conduct Comparative Randomized Trials within the Healthcare System without Burdening the Data Collection Process

While discussions of how to conduct randomized trials within the current healthcare delivery systems have occurred, there are only a few examples to illustrate the challenges and obstacles to their interpretability. Goodman [6] has argued that any changes made to the process of care delivery to improve outcomes should be studied in a more systematic way because there is no way to assess the impact of small changes in the delivery of care without an experimental design. Measuring and quantifying the impact of planned changes on interesting outcomes generally cannot be accomplished in an observational setting if causal conclusions are needed. This is a very novel yet profound concept, and is consistent with the Deming philosophy [18] of identifying the factors that impact systematic differences and variability of outcomes, monitoring them, and evaluating whether changes impact outcomes. Goodman argued for more experimental control of the process of healthcare delivery in his article about randomized trials in CER [6]. Goodman is correct in arguing for the use of experimental designs with randomization within healthcare systems to help them deliver better outcomes to patients because concluding that some processes need small incremental changes or not can only be accomplished by introducing an experimental design into the delivery of health care.

Comparative treatment evaluations may require a change in our approach to the evaluation of systematic changes to the delivery of medical care and use of treatments or strategies within that process. Even for medical products that go through the regulatory evaluation process and are deemed effective, there are many open questions that remain as to whether the medical product or intervention works in certain situations relevant to the healthcare system, and when to use the product and on which patients. Addressing these issues has usually been a matter of judgment and not supported by measurement of
outcomes. Essentially, the issue is about introducing the Deming philosophy [18] into evaluation of the healthcare delivery system. Utah’s Intermountain Healthcare system [19] is an example where this philosophy seems to have been successfully introduced into continuous improvement goals in its system by using the electronic records system to track outcomes, adjust care accordingly, and quantify the impact of system changes on outcomes.

CER might be the driver of the use of rigorous experimental designs embedded in the system at point of care of healthcare delivery to evaluate the impact of two or more choices or process changes to facilitate the continuous improvement in healthcare delivery. In order to evaluate the impact of incremental changes in intervention/treatment strategies on outcomes, which are a form of CER, the factors of interest need to be controlled for, and this will not likely occur without some form of experimental design with randomization within the system of interest, perhaps embedded on a smaller scale, in larger pragmatic trials. As Goodman [6] proposes, some process variables should be measured and process changes evaluated in some form of an experimental design that can detect outcomes impacted by process changes. Essentially, Goodman is proposing to implement the Deming philosophy [18] of “plan, do, measure, act” for continuous improvement to evaluate the impact of process changes to healthcare delivery. This proposal has yet to be considered seriously in CER and is ripe for future research and piloting.

9.2.6 Interpreting Differential Treatment Effects in Subgroups and Assessing Predictors of Differential Treatment Effects

One of the goals of CER is to assess whether some patient subgroups respond better or worse to some treatments and to assess the relative benefits or risks of alternative treatments in different patient subgroups. This information would be of use to a patient, a provider, or a decision maker when choosing what is the best alternative for them. The task of identifying subgroup treatment effects that are truly different from other subgroups and are real and not due to chance is very challenging and difficult, even for randomized clinical trials that control or stratify on some of these potential predictors. Chapter 8 in this volume provides a detailed discussion of heterogeneity of treatment effects. The literature on the use and misuse of subgroup analysis in clinical trials is extensive [20] and it is not the intention of this chapter to discuss the issues in depth. Rather, the goal is to point out how the certainty of a conclusion is dealt with within a statistical framework for drawing inferential or causal conclusions from comparative studies, whether randomized or observational.

The literature on subgroup analysis primarily focuses on the false-positive rates of concluding there is a real treatment effect based upon an observed effect in a subgroup when in fact there is no true effect, or the effect does not
truly differ from other subgroups, and thus drawing an inference that is erroneous. It is well known that, under the global null hypothesis of no treatment effects (no differences), the more subgroup comparisons within a clinical study, the higher the chance for a false-positive conclusion that treatment is effective in at least one of the subgroups. When an overall study conclusion is that there is no difference in the effects of two or more alternative therapies, and no prospective plan is in place with statistical adjustments, it is inappropriate to proceed to analyze subgroups and conclude that real treatment differences exist in some of the subgroups. This practice is discouraged for clinical trial inference, except if there is a prespecified plan to identify a subgroup(s) for which a conclusion is of interest and appropriate multiplicity adjustments made. CER practitioners should follow a similar philosophy as it would contribute to the hierarchy of evidence framework we are trying to build.

Of equal concern is the error in making a false conclusion that no treatment effect exists in a subgroup when there is one. For example, in a comparison of two alternative therapies, if an overall difference is observed that is statistically significant for the prespecified outcomes, the conclusion is that one treatment is superior to the other. To proceed to evaluate the subgroups for the purpose of choosing which has the largest or smallest treatment effect is a challenging task that can easily lead to false conclusions, especially without a proper prespecified analysis plan. This approach may sometimes be used inappropriately when seeking a treatment decision tailored to an individual’s unique factors.

A reversal occurs when one treatment is observed to be superior in one subgroup and the other alternative treatment is observed to be superior in another subgroup. This observed reversal of observed treatment benefit among subgroups may occur simply by chance. Li et al. [2] consider this issue in discussing the probability of observing negative subgroup results when the treatment effect is positive and homogeneous across all subgroups. Recognizing the expected variability in treatment effects solely due to chance when all subgroups share no effect or all subgroups share the same effect is an important concept to understand. The lessons learned from the clinical trial experience regarding how cautious to be when interpreting observed subgroup differences in direction of effects or in magnitude of effects can be useful to CER study investigators.

9.2.7 Characterization of Performance of Observational Study Designs and Standards for Conduct and Analysis

As mentioned in the introduction, the focus of this chapter is on CER evidence development that would rely upon randomized studies, either of the explanatory, pragmatic, or hybrid type that are conducted in nontraditional settings, such as healthcare plans or community-based networks. But interest
is high in the use of observational research to support CER. There is regulatory interest in using observational healthcare data for active surveillance of the safety of medical products once they enter the market place. Two recent efforts supported by the FDA, Mini-Sentinel [3], and OMOP [21] are devoted to methods development, and study design and database evaluation to determine how reliable such observational health outcomes data and studies are for early risk detection.

The OMOP [21–25] team studied the performance of the new user cohort design as a tool for risk identification in observational healthcare data. OMOP evaluated methods applied to 165 positive controls (considered true drug–outcome associations) and 234 negative controls (considered null drug–outcome associations) across four health outcomes of interest in five real observational databases (four administrative claims and one electronic health record) and in six simulated datasets with no effect and injected relative risks of 1.25, 1.5, 2, 4, and 10. The performance measures included the sensitivity, specificity, and positive predictive value of the methods to detect known positive and negative (neutral) signals of risk, and Area Under the Curve (AUC) metrics to compare performances of study designs. Using traditional levels of statistical significance of \( p < 0.05 \) for controlling for a false conclusion, OMOP empirically determined the false-positive and false-negative rates for different thresholds of relative risk for these different combinations of study designs, outcome pairs, and databases. The OMOP investigators found that the new incident user cohort design, which might be used in CER evaluation of two or more alternative treatments, has relatively high false-positive rates and that different databases in which such designs are conducted may themselves have different performance characteristics. There are limitations to OMOP’s empirical assessment, including that short-term outcomes (e.g., event within 30 days of initial exposure) were evaluated, so that longer-term exposures and longer-term outcomes that might be evaluated in time to event studies were not addressed. However, the variability of the results across combinations was alerting.

The OMOP work illustrated how variable study findings can be and how lack of replication of a study finding, either in the same database, or different databases, is an issue. The OMOP experiment has important implications for setting a hierarchy of evidence for observational studies. It seems that a critical component of that hierarchy should be replication of any observational finding in at least two different databases, perhaps using different designs. The OMOP experiment empirically illustrated that with the databases and drug/disease pairs used, replication of a study finding may not be that easy, especially for treatments with modest effect sizes so that only comparative effect sizes of a rather large magnitude may be replicable in other studies. The OMOP team [25,27] claims that they replicated most of the findings from the U.S. databases, in six databases of the EU-ADR (Exploring and Understanding Adverse Drug Reactions) database network in Europe. The OMOP experiment also suggests that another component of the evidentiary
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hierarchy might be the provision of a prespecified lower bound on the magnitude of the comparative effect size that is detectable in the evaluation of effectiveness of two or more comparators if that result is to be believed and acted upon (i.e., a true-positive or a true-negative finding).

There are several relevant guidance documents that bear upon best practices for CER that have been published by agencies or professional societies. The Patient-Centered Outcomes Research Institute (PCORI) was authorized by the Affordable Health Care Act and it has as a mandate the promotion of CER mostly based upon “real-world” observational data. PCORI published a Methodology Standards Document [31] intended to lay the foundation for best practices. The table of contents in that document covers a wide variety of topics, including standards for formulating the research question, systematic reviews, heterogeneity of treatment effects, preventing and handling missing data, data networks, adaptive and Bayesian trial designs, data registries, studies of diagnostic tests, and for causal inference. In addition to its recommendations in these areas, the documents contain a discussion of general and cross-cutting methods for all patient-centered outcomes research.

Perhaps not as well emphasized in this document, but which this author takes a position on, is that any observational study is not a replacement for a randomized study even if such an observational study mimics the randomized study as best as it can. So, even if a randomized study is not possible or feasible to address a CER question within a healthcare system, the decision to conduct some other design to address a question of interest is not without its risks for interpretability and use by decision makers. Indeed, a similar point is made by Rubin [33] who argues that one should design an observational study as much to conform to what one would do for a randomized study of the same question, except for the introduction of randomization. Hernan [26] also argues for analyzing observational studies like randomized experiments, but criticizes the intent to treat philosophy as addressing the wrong questions of interest to others. The reader can consult the discussion in Chapter 3 of this volume. Prentice [30] on the other hand, while acknowledging the potential of modern data analysis methods for observational studies such as causal inference and inverse probability weighting strategies, to enhance the reliability and interpretation of epidemiological data, emphasizes the benefits of the intent to treat analysis and cautions that adherence-adjusted analyses depend directly on the ability to model the nonadherence process, which is analogous to modeling for control of confounding. Prentice suggests that the factors that determine adherence to each treatment in a study population must be accurately measured and correctly modeled, and our current knowledge in this area is limited.

The Agency for Healthcare Research and Quality (AHRQ) published a handbook [36] Developing a Protocol for Observational Comparative Effectiveness Research: A User’s Guide. This guide provides information for designing CER protocols and minimal standards and best practices for designing CER studies. The guide reflects an extensive and broad participation by authors and
contributors from government, academic, and private sectors. The topics con-
sidered in the guide include defining the study objectives and questions to be
addressed by a study, study design issues, estimation and reporting of het-
rogenpne of treatment effects, exposure definitions and measurement, com-
parator selection, outcome definition and measurement, covariate selection,
data source selection, study size planning, statistical analysis considerations,
and proposal for sensitivity analysis.

The International Society for Pharmacoeconomics and Outcomes Research
(ISPOR) issued a task force report [34,36] on good research practices focused
on prospective observational studies to assess comparative effectiveness. The
task force report emphasizes the need for precision and clarity in specify-
ing the key policy questions that are addressed by research and recommends
that studies should be designed with the goal of drawing causal inferences
whenever possible. They state that “if a study is being performed to sup-
port a policy decision, then it should be designed as hypothesis testing
which requires drafting a protocol as if subjects were to be randomized and
that investigators clearly state the purpose or main hypotheses, define the
treatment groups and outcomes, identify all measured and unmeasured con-
founders, and specify the primary analyses and required sample size.” They
go on to state that “similar to the concept of the importance of declaring a
prespecified hypothesis, we believe that the credibility of many prospective
observational studies would be enhanced by their registration on appropri-
ate publicly available accessible sites (e.g. Clinicaltrials.gov and encepp.eu)
in advance of their execution.”

The ISPOR task force report covers many important topics and provides
insight into how complex and difficult it will be to conduct interpretable
research that is valid and actionable by decision makers who deal with ques-
tions of policy. While most of the report is about observational research and
the complexities of designing and analyzing such studies to address switch-
ing of therapies, immortal time bias (see report for discussion), value of
intent to treat analysis relative to as treated analysis, time-varying and time-
invariant confounding, and bias control, there is mention of the use of the study
design known as the pragmatic trial. This design, as mentioned earlier
in this chapter, is a naturalistic experiment that is a prospective randomized
clinical study in which, following randomization to an intervention, patient
care is left to the practitioners according to their typical practice. The prag-
matic trial is intended to maintain the advantages of randomization while
examining outcomes in routine care setting. However, they do not address
that this type of trial is not without its own challenges to interpretability as
was discussed earlier.

Finally, the Center for Medicare and Medicaid Services (CMS) has broad
authority regarding payment and coverage for many health-related inter-
ventions and treatments in the United States. CMS issued a Draft Guidance
for the Public, Industry, and CMS Staff on “Coverage with Evidence Devel-
opment in the context of coverage decisions” [26]. It is instructive to read
the standards that are articulated in that document relative to evidence development. CMS created coverage with evidence development (CED) to address coverage of items and services that were believed to be promising but whose ultimate impact on Medicare beneficiary health outcomes remained unconfirmed. The CED concept considers the item or service to be reasonable and necessary only while evidence is being developed pursuant to AHRQ’s authority. AHRQ can conduct and support research on the outcomes, effectiveness, and appropriateness of healthcare services and procedures to identify the manner in which diseases, disorders, and other health conditions can be prevented, diagnosed, treated, and managed clinically. In addition, AHRQ can conduct or support evaluations of the comparative effects, on health and functional capacity, of alternative services and procedures utilized in preventing, diagnosing, treating, and clinically managing diseases, disorders, and other health conditions. It is important to note that no preference for study design is provided.

9.2.8 Improving the Quality of Data Collected in Real-World Settings

A false assumption in the use of electronic claims data and health records is that the data will be directly usable without some preprocessing or additional processing to standardize outcome definitions or exposure definitions. The quality of patient-level outcome data (i.e., occurrence of heart attack, fracture, cause-specific reason for hospitalization) either in claims data or electronic health records is a critical issue in any observational study. The cost of a study or its simplicity will be impacted, if there is a need to independently adjudicate, blindly or otherwise, key data elements from claims data or electronic medical records in order to conduct a credible study. Current medical event coding and health plan-specific payment and coding strategies impact the credibility, quality, and use of such data for CER. The hope is that electronically accessible health record data do not have to be extensively adjudicated to confirm the validity of procedures, exposures (drugs), or diagnoses (outcomes). It is probably an understatement to say that the quality of electronic data, its accuracy, interpretability, and utility for decision making will always be a challenge to the research community. It is likely to be an evolutionary process to make such data useful for research purposes [15,16,28,29].

Characterizing the occurrence of health outcomes of interest that have good sensitivity, specificity, and positive predictive value, and defining exposure periods so that the duration of exposure can be accounted for in the analysis, has been a goal of the Mini-Sentinel and OMOP experiments and much has been learned about the predictive value of different ways of defining events and exposures. Current approaches for the use of claims data and electronic medical records that rely on the coding of outcomes and exposures, and to deriving variables from raw recorded data so that the derived variables are
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Reflective of true exposure durations and patterns and outcomes as defined by whatever study design is selected, remain a task that will impact the quality of CER research as well. Data that are collected for multiple purposes, whether administrative claims data or electronic medical health records, generally will not have the same level of oversight and quality control at a point of collection as a controlled clinical trial. It is interesting to examine the experiences of the Mini-Sentinel project and the OMOP project in terms of how they deal with the quality of the data and what limitations data quality may pose on the ability to address a comparative question. OMOP employed a common data model that standardizes data from multiple partners into a common format. Mini-Sentinel employed a distributed database model in which data partners kept their own data behind a firewall for confidentiality purposes but addressed common questions with the same algorithmic software. CER researchers may be able to build upon the experiences of these two projects [2,21].

Registries have been proposed as a source of efficient access to patients who can be randomized to comparative therapies, as carried out in the TASTE trial in Scandinavia [16]. Lauer and D’Agostino [16] discussed the challenges to the use of registries as the source for efficient and timely randomized effectiveness trials, at least in the electronic medical databases available in the U.S. healthcare system. Some of these challenges are missing data fields, addressing the privacy and informed consent process, the lack of blinding or whether blinding would ever be possible in an effectiveness trial, and the ability to actually capture long-term follow-up outcomes or composite outcomes. The randomized registry trial represents a potentially cost-effective, efficient, and disruptive technology that could transform some of the existing structures to carry out randomized trials, especially effectiveness trials in a real-world setting.

9.3 Reaching Consensus on a Hierarchy of Evidence for CER

A hierarchy of evidence is a function of the needs of the users, namely, the decision makers, the types of questions they ask, and the consequences of the decisions of users to the individual and to the public health. All these factors impact what types of CER studies and which types of databases are appropriate to address the question. Policy makers using CER studies for decisions impact public health in many ways, in contrast to individual patients and providers who may use information from studies to inform their own personal decisions that do not impact others. For untested medical products or for approved therapies never tested against each other, CER should not be considered a replacement for the regulatory process and standards of evidence for entry into the market place. The distinction between efficacy and
effectiveness is more about use in uncontrolled conditions so the conditions of use may dominate the real efficacy of product, especially for treatment with modest effects.

Some consider that efficacy refers to the effects of treatment when used as directed and complied with. Effectiveness is generally considered as the effects of treatments when used in the real world and in less controlled environments—but comparison of effectiveness of two or more alternative therapies or interventions may still require a randomized experiment to validly interpret, but not the same type of randomized experiment. The principles of randomized clinical trials that are generally accepted internationally [32] recommend that the intent to treat principle be followed so that a causal conclusion can be drawn. This principle dictates that randomized trials should be analyzed in a manner that preserves the initial randomized treatment assignment of a patient or subject regardless of compliance to the assigned treatment. This is the only approach that preserves a causal conclusion. Conditioning on compliance or other behavioral choices is conditioning on postrandomization outcomes, as say in a per protocol analysis, and such an analysis can have problems of interpretation because the subset of randomized subjects complying is not a true randomized comparison but rather a subset of the randomized population for which the causal conclusions are less strong. It would seem that CER studies conducted in the real-world setting that are not analyzed according to the intention to treat principle and that rely on strong modeling assumptions will face these same challenges as do randomized studies, but the unblinding and selection bias in real-world setting is likely to further complicate any inferences.

It is the hope that randomized CER studies could supplement medical product development studies and be informative for evidence incorporated in product labels, if conducted under adequate conditions. When interest turns to comparing already-vetted products that have FDA-approved evidence of efficacy, under whatever conditions of use or outcomes assessed, the level of evidence to make decisions of relative benefit or safety should be high. This is because the consequences of those decisions by policy makers may impact patient access or the availability of competing interventions for which the conclusions about their relative benefits may be incorrect and therefore detrimental to public health. There are situations where real-world studies of already-marketed efficacious medical products may expand knowledge and claims in a valid manner, such as long-term outcomes, sequential use of multiple therapies, dosing strategies, and so on. Such studies should be held to regulatory standards of evidence currently employed for any investigational product, though flexibility in study design, outcomes, and conduct may be warranted.

There are many unregulated medical interventions, behaviors, and patterns of care that have never been systematically studied in any setting, and specifically in real-world settings. It will be challenging to conduct CER in
an environment with many uncontrolled factors that also is intended to support robust conclusions but the research enterprise needs to proceed on how to best do so. Currently, there seem to be no best or new ideas that have not already been considered in publicly available documents discussed in Challenge 7 above.

The anticipated magnitude of the comparative benefits of alternative treatments or approaches should drive which study design choice is desired, as should the characteristics of the database in which the study is conducted. Because the regulatory history with the randomized trial that evaluates and compares two or more competing therapies indicates that relative differences among treatments are not likely very large, it would seem that only very large, and possibly unlikely large, differences among competing interventions will be reliably detected with observational studies. Despite the appeal to randomization designs for effectiveness evaluations, randomized studies conducted in real-world circumstances, such as pragmatic trials conducted in healthcare systems using the healthcare data collection system, may be difficult to interpret when the impact of adherence, compliance, open unblinded conditions of treatment use, and outcome reporting are assessed and analyzed with the intention to treat principle. Yet, the hope is that we can make them interpretable. It would seem that a minimum, the replication of any CER finding, not necessarily with the same study design or patient population, may be the only way to overcome the challenge of real-world unblinded studies, assuming the biases will not always be responsible for replicating similar findings in the same direction.

So, we end this chapter by suggesting possible steps forward for arriving at a hierarchy of evidence for nonrandomized CER observational studies. When this choice seems to be the most scientifically practical to address the question(s) of interest, investigators should follow best practices for observational studies as described in many recent guidances and documents referenced in the challenges above. In addition, the following advice is suggested to establish a hierarchy of evidence:

- The quality of the database to be used for a study should be adequately assessed and reported on with regard to its ability to capture important outcomes, to assess the positive predictive value of any coding schemes used to count the events, and to assess the types of missing data and misclassification of events. Generally, this should be considered prior to conducting a study [39].
- There should be independent replication of any conclusions (not necessarily the design) from more than one study and more than one database for which it is not likely that potential biases associated with observational research themselves are replicated and contributory to the replication.
Conclusions of similarity of outcomes derived from the comparison of two or more alternative treatments or interventions should be judged differently than conclusions of superiority. A conclusion of similarity may result from sources of nondifferential bias like patient noncompliance, missing information on important confounders, or outcome misclassification, all of which tend to drive estimates or relative treatment differences toward the null of no difference. A definition of similarity for alternative treatments compared in observational research needs discussion and consensus on criteria for study assay sensitivity and how should a quantitative margin of acceptable similarity (not just no significant difference statistically) be determined. Further, the quantitative margin of “close enough” or NI should not be based on a judgment call but on evidence of the magnitude of effects from other independent empirical sources.

Conclusions of superiority or differences in treatment effects between alternative interventions are more easily interpretable but may also be subject to or a result of biases inherent in observational studies, such as informative censoring, differential adherence, differential follow-up, or channeling bias that cannot be overcome by techniques such as propensity score matching, or causal analysis methods. The limits of detectability of the chosen study design, and the outcomes evaluated should be assessed before a study is conducted.

Because treatment selections or strategies by patient or provider are unblinded in the real-world delivery of care, valid comparison of subjective outcomes among two or more groups may need a special control group or study design to address the subtle confounding impact of unblinded delivery of care.

When more than two alternative competing interventions are compared, multiplicity adjustments in the statistically strong sense should be employed. That is, there should be strong control of type 1 error for studies with multiple interventions compared where the chances of making an erroneous false-positive conclusion for any one of the pairwise comparisons are of interest. Because, the goal of the study will generally be to identify and choose those therapies as best under the circumstances. Multiplicity considerations should be taken into account for subgroup analyses as well and where interest is in identifying factors predictive of differential treatment effects. This is particularly important as delivery of care that is individualized to a patient’s covariates may be increasingly based upon causal interpretation of observational research.

Descriptive statements about cohort exposures, outcomes, behaviors, risk factors, and variation in treatment patterns can be useful to patients and providers to inform practice and should not
be confused with causal conclusions that rely on valid inferential approaches.

- To evaluate the impact on outcomes of incremental changes in intervention/treatment policy strategies in healthcare systems, the factors of interest need to be controlled for. Usually this will involve an experimental design stratified for the controlling factors, and most likely randomization to different intervention changes. That is, process variables should be measured and process changes evaluated in some form of an experimental design that can detect changes in outcomes impacted by process changes. The Deming philosophy should be applied to evaluating the impact of process changes to healthcare delivery. This can still be accomplished in an observational real-world delivery of care model, where randomization is introduced to control factors of interest.

- Some also argue for preregistration of the protocol for all CER studies, whether randomized or observational in a system such as Clinicaltrials.gov. This seems like a sensible idea.
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10.1 Background

Individual studies, even those that are well designed, conducted, and reported, typically do not answer all questions that pertain to healthcare policy problems. Instead, a more complete picture can be had through combining information from multiple sources that address different aspects of a policy problem, or several variations of a problem, including different populations, interventions, or settings. This is summarized in the basic maxim that taking into account the totality of relevant evidence optimizes the likelihood of high-quality decisions.

Informing decisions with the totality of relevant evidence requires a systematic, methodical approach to identifying, culling, synthesizing, and interpreting evidence, and most practitioners lack the time or skills to do these tasks. The ever-growing volume of the biomedical literature magnifies these challenges (Bastian et al., 2010).
10.1.1 The Need for Systematic Reviews of Healthcare Evidence

Systematic review and meta-analysis have developed and matured in response to the many shortcomings of the traditional approaches of finding and using healthcare evidence. Systematic reviews use an \textit{a priori} formulated protocol and well-defined research questions to comprehensively identify, critically appraise, and carefully synthesize relevant data using rigorous methods that minimize bias. Meta-analysis is a quantitative synthesis of data across several studies addressing the same question, performed typically on summary data abstracted from primary studies during the conduct of a systematic review (Lau et al., 1997). These methods have become the foundation of the now widely promoted evidence-based approach to healthcare practices (Evidence-Based Medicine Working Group, 1992). They help to summarize evidence, increase the power of individual studies, and explore heterogeneity of treatment effects (Lau et al., 1998). Thousands of systematic reviews and meta-analyses have been published in recent years to inform healthcare practices, policies, and research. A study in 2010 found that 11 systematic reviews were being published each day (Bastian et al., 2010). As of October 2014, over 80,000 items have been indexed in Pubmed as meta-analyses or related articles. Institute of Medicine (IOM) reports on comparative effectiveness research, CER (Ratner et al., 2009), and evidence-based healthcare (Sox et al., 2008) have consistently included evidence synthesis as an essential component of healthcare decision making. The U.S. Congress affirmed this view in the 2010 Affordable Care Act in which it explicitly included the use of systematic reviews as part of the CER agenda in its legislation. Many funding agencies and journals worldwide now require systematic reviews to support the need for new studies and trials (Clarke et al., 2007).

10.1.2 Development of Comparative Effectiveness Reviews

Early meta-analyses generally were narrow in scope, partly due to the simpler nature of the questions asked, the types of evidence analyzed, and the synthesis methodologies available. They often addressed only one question and focused on randomized-controlled trials (RCTs) to assess the efficacy of a new intervention with an existing one (or with a placebo). The topics were selected primarily because of the authors’ interest and the availability of a sufficient number of trials to merit synthesis and publication. In a 1998 analysis of 115 published meta-analyses of RCTs of interventions, the median number of included articles was found to be about 8 for Cochrane reviews and 11.5 for those published in journals (Schmid et al., 1998). An example of the early meta-analyses is one that compared the efficacy and adverse effects of single daily dosing with the traditional multiple daily dosing of aminoglycosides in the treatment of serious infections (Barza et al., 1996). This meta-analysis found that a once daily dosing regimen was at least as efficacious as multiple daily dosing regimens with likely less toxicity. Thus, the
single daily dosing strategy was not only clinically better; it could potentially simplify treatment delivery and reduce cost.

As systematic reviews and meta-analyses gained acceptance, they began to take on broader and more complex questions that addressed the needs of healthcare practitioners and policy decision makers. Reviews compared the effectiveness and harms of multiple alternative interventions and often included different treatment modalities. They also included analyses to examine variation of treatment effects in different populations and settings. The lack of RCTs for many topics and the need to assess harms led to the inclusion of data from observational studies. Comprehensive systematic reviews that address multiple questions and evaluate several alternatives are now commonly referred to as comparative effectiveness reviews. In addition to evaluating treatments, comparative effectiveness reviews may also evaluate the accuracy of diagnostic tests in specific settings (meta-analysis of diagnostic tests performance is covered in Chapter 17). While comparative effectiveness reviews synthesize large bodies of evidence to inform research questions, the reviews by themselves do not make clinical or policy recommendations.

The need to compare multiple interventions has led to new synthesis methods in CER that combine direct and indirect comparisons of more than two interventions. The development of network meta-analysis in the last 15 years allows simultaneous comparison and ranking of multiple interventions from a set of studies, each of which directly compares only a subset (often two) of the interventions (covered in Chapters 11 and 12). Usually, in larger networks, some of the interventions are not directly compared at all; information about their relative performance comes about indirectly through common comparators.

New methods have also been developed to investigate and interpret discrepant results across trials and limitations of the primary literature (e.g., study quality, missing data, and biases). These investigations are much easier when individual participant data are available from the studies. Such data permit analyses that can answer questions which summary data from published studies cannot such as modeling heterogeneity of treatment effects (covered in Chapter 8) and performing time-to-event analyses. We discuss individual participant data meta-analysis (IPDMA) later in this chapter. In addition to providing assessments on effectiveness and harms, systematic reviews can also inform the design of future studies by identifying knowledge gaps and methodological deficiencies in the existing literature.

10.1.3 Producers and Users of Comparative Effectiveness Reviews

Comparative effectiveness reviews require significant amounts of time and resources to produce. While these reviews can be carried out by small teams of researchers without major funding, they are typically produced by established research units located either within academic centers or
other large organizations. The reviews are sponsored by government agencies (e.g., Agency for Healthcare Research and Quality [AHRQ], Center for Disease Control and Prevention, National Institutes for Health, and the Department of Veterans Affairs; National Center for Clinical Excellence in the United Kingdom; World Health Organization) and major professional and international organizations (e.g., American Heart Association, Kidney Disease Improving Global Outcomes). AHRQ has been a leader in the United States conducting evidence reviews since 1997. The agency established the evidence-based practice center (EPC) program and contracts with research teams that have demonstrated to have the necessary expertise and infrastructure to carry out high-quality systematic reviews on a timely basis. Currently, 13 EPCs produce comparative effectiveness reviews under the AHRQ Effectiveness Health Care Program. The Cochrane Collaboration has been a global leader in producing and disseminating systematic reviews for over 20 years, and many of their current reviews could be considered as comparative effectiveness reviews. Many not-for-profit technology assessment organizations (e.g., Blue Cross Blue Shield Technology Evaluation Center, ECRI), and pharmaceutical and commercial companies (e.g., Doctor Evidence, LLC; Hayes Inc.; and Spectrum Research Inc.) also carry out comparative effectiveness reviews.

Comparative effectiveness reviews have been used by a wide range of stakeholders for many purposes including patients to understand healthcare options, clinicians to inform medical practices, professional societies to create clinical practice guidelines, healthcare payers to determine coverage decisions, government agencies to formulate public health policies, pharmaceutical companies and medical device manufacturers to identify marketing opportunities for their products, and funders of research to plan future studies. Results from comparative effectiveness reviews are also being used to inform calculations in pharmacoeconomic analyses. Under the Effective Health Care Program, research summaries about the benefits and risk of different treatments for different health conditions based on the comparative effectiveness review are also created for consumers, clinicians, and policymakers. However, these research summaries are not clinical recommendations or practice guidelines.

10.1.4 AHRQ Comparative Effectiveness Reviews

The 2003 Medicare Modernization Act authorized AHRQ to conduct and support research with a focus on “outcomes, comparative clinical effectiveness, and appropriateness of healthcare items and services” for Medicare and Medicaid populations. Over 170 comparative effectiveness reviews have been published by AHRQ since 2005 under the Effective Healthcare Program and many more are underway. In a sample of the 50 reviews published between 2013 and 2015, 33 assessed the comparative effectiveness of interventions, 14 dealt with comparative effectiveness of diagnostic/screening
tests, two addressed both issues, and one assessed decision aids. Nineteen of
the 50 topics are among those listed in the IOM report on 100 Initial Priority
Comparative Effectiveness Research Topics. The most common topics were
cardiovascular conditions (11 reports), cancers (10), and mental health issues (7);
there were also five reports on pediatric and adolescent topics. Six reports
updated prior reviews. The number of key questions in these reviews ranged
from 2 to 8 with a median of 4. The number of included articles ranged from
11 to 326 publications with a median of 61. In addition to the comparative
effectiveness reviews, 30 technical briefs have also been published. Technical
briefs are generally commissioned for topics that have limited research
data to support definitive conclusions. Instead, they use systematic review
methodologies to provide an overview of key issues related to a clinical inter-
vention or healthcare service, to describe what is known and unknown about
the technology, and how the technology fits within the CER framework. They
also summarize the state of research and identify information needed to
conduct meaningful comparative effectiveness reviews in the future.

In this section, we discuss two AHRQ comparative effectiveness reviews
and a technical brief to illustrate their scope, methodological issues encoun-
ertered, and some of the challenges in carrying them out. The first example we
discuss below is on the Management of Gastroesophageal Reflux Disease (GERD).
This 2005 report was the first comparative effectiveness review of the EPC
program (Ip et al., 2005). The second example is a 2013 comparative effec-
tiveness review of Treatment Modalities for Chronic Venous Ulcers (Zenilman
et al., 2013). The third example is a technical brief on Particle Beam Radiation
Therapies for Cancer (Trikalinos et al., 2009).

EXAMPLE 10.1: MANAGEMENT OF GERD

GERD is one of the most common health conditions affecting about
4% of people in the United States with estimated annual incremental
health benefit costs (employers’ perspective) of $23 billion (Brook et al.,
2007). It ranked in the first quartile of 100 initial priority topics in the
2009 IOM report on Initial National Priorities for Comparative Effectiveness
Research. The 2005 report on management options for adults asked three
key questions: (1) What is the evidence of the comparative effectiveness of
medical, surgical, and endoscopic treatments for improving objective and
subjective outcomes in patients with chronic GERD? (2) Is there evidence
that effectiveness of medical, surgical, and endoscopic treatments varies
for specific patient subgroups? (3) What are the short- and long-term
adverse effects associated with specific medical, surgical, and endoscopic
therapies for GERD?

Management of GERD brings out many comparative effectiveness
review and patient-centered outcomes issues. GERD is a chronic dis-
ease that has diverse clinical and symptomatic manifestations. Multiple-
treatment modalities (i.e., drugs, surgery, and endoscopic procedures)
and alternatives within a modality (i.e., several classes of drugs and
multiple drugs within a class) are available to manage this condition. Subjective (e.g., symptoms, lifestyle modifications) and objective outcomes (e.g., development of cancers, mortality) are important patient-centered outcomes to consider, in addition to other relevant outcomes such as endoscopic findings. To identify effective and appropriate management, all of the treatment modalities, types of outcomes, and harmful effects of the interventions must be assessed and taken into consideration in different patient subgroups. The need to use observational data to assess harms, and the availability of many trials and existing systematic reviews present challenges and opportunities of synthesizing a large and diverse body of evidence. The introduction of new treatments and the withdrawal of certain treatment options require updating of the existing systematic reviews.

The MEDLINE search for the GERD report yielded 6,163 citations and 75 meta-analyses of potential relevance. A search of the Cochrane Database of Systematic Reviews produced 140 additional titles. Given the availability of many prior systematic reviews, it would be more efficient for researchers conducting a new comparative effectiveness review to update previous work rather than starting from scratch unless there are reasons to do so (e.g., poor-quality reviews, unanswered questions, missing data, and new analytic methods). Thus, 37 of the GERD systematic reviews and meta-analyses were retrieved for consideration and seven that met eligibility criteria were used in the report. Among the MEDLINE citations, 327 were identified as potentially relevant new original research and retrieved for further evaluation. The final report included 98 primary studies.

Despite what seems to be a large number of new primary studies and prior systematic reviews, few eligible studies answered the comparative effectiveness question of the three treatment modalities. There were only three RCTs with a total of fewer than 800 patients that compared medical treatment (proton pump inhibitors [PPIs]) with surgery (fundoplication), and only two studies had more than 1 year of follow-up. Only three nonrandomized studies compared surgery (fundoplication) with an endoscopic procedure but these studies were of low methodological quality and could not be relied upon to draw valid conclusions. No studies compared endoscopic procedures with medical therapy.

Most of the available studies were drug trials that compared one drug class (PPIs) with another class (H₂ receptor antagonists), within the same class (between PPIs), between different dosages and dosing regimens within the same class (PPIs), between once daily dosing versus on-demand dosing regimens of PPIs, and between PPIs and over-the-counter PPIs (essentially dosing comparisons). The availability of studies that compared multiple drugs suggests that there was an opportunity for conducting a network meta-analysis of these trials. However, the methodologies for synthesizing these studies and interpreting their results were insufficiently developed at that time. The quality of the evidence addressing the other two key questions was considered weak and derived mostly from observational studies. None of the studies used an acceptable standard or scale for defining the severity of adverse events.
EXAMPLE 10.2: TREATMENT MODALITIES FOR CHRONIC VENOUS ULCERS

Chronic venous leg ulcers affect up to 2-million people annually in the United States and have been estimated to account for up to 3% of total healthcare budgets in developed countries (Zenilman et al., 2013). Management of chronic venous ulcers is complex and often involves multiple-treatment modalities. Compression dressing and debridement are the primary modalities that result in the healing of about one-half of the ulcers. Additional interventions in the form of advanced wound dressings, local or systemic antimicrobials, and venous surgery are needed when the primary treatments fail. Many types of advanced wound dressings and antimicrobial therapies have been developed and their comparative effectiveness has not been established. In the 2013 report, the Johns Hopkins EPC conducted a comparative effectiveness review of treatments for chronic venous ulcers (Zenilman et al., 2013). The report addressed the following questions: (1) What are the additional benefits and harms of advanced wound dressings in conjunction with compression systems? (2) For patients who do not have clinical signs of cellulitis that are being treated with, what are the incremental benefits and harms of using systemic antibiotics? (3) What are the additional benefits and harms of surgical procedures aimed at the underlying venous abnormalities?

The literature search on this topic yielded over 10,000 citations. Anticipating that few comparative studies would be available, the authors decided a priori to include studies without a concurrent comparison group if certain criteria (i.e., sample size, timeframe, and reporting of essential information) were met. Even then, only 60 studies met the eligibility criteria and all were included in the report. The majority of included studies were RCTs. However, the researchers found few well-designed RCTs that addressed the comparative effectiveness question. They reported that most RCTs were small and of poor methodological quality that precluded drawing valid conclusions. Many studies did not report statistical analyses beyond simple healing rates; they also did not perform stratification or adjustment to account for potential confounding variables. The reviewers reported that the noncomparative studies were largely limited to convenience populations that made drawing unbiased conclusions difficult. The Hopkins report identified numerous issues in the primary literature that are likely faced by many other teams working on other comparative effectiveness review topics.

The Hopkins report points to a serious inadequacy of the primary literature, the lack of high quality, and coherent research in this area. They found that studies took place in many diverse practice and cultural settings involving a variety of disciplines, including nursing, dermatology, vascular surgery, and internal medicine. While this diversity might suggest greater generalizability of the research findings, the heterogeneity of the methods employed in the studies they found instead suggests little interaction and consensus among clinical disciplines in formulating a common framework to assess the effectiveness and safety
of treatments for chronic venous leg ulcers. These limitations include the lack of standard definitions of chronic venous leg ulcers, inconsistent outcome measures, suboptimal comparison groups, and inconsistent duration of interventions. Furthermore, chronic wounds have substantial impact on the patient and his/her family, but quality-of-life assessments were absent in most studies.

EXAMPLE 10.3: PARTICLE BEAM RADIATION THERAPIES FOR CANCER

Radiation therapy has an important role in many cancer treatments and it is often used in conjunction with surgery or chemotherapy. It works by depositing a radiation dose—an amount of energy—in the tumor area in the patient’s body, resulting in cellular damage, and hopefully, tumor control. In clinical practice, lethal tumor doses are rarely attainable, because some radiation dose is inevitably delivered to nontumor tissues, causing collateral morbidity.

Many radiation delivery modalities exist: the radiation source may be internal, implanted in the patient’s body, or external, directing a beam on the tumor volume. Conventional external radiation therapy with x- or gamma-rays allows only control of the overall dose delivered in various areas in the patient’s body. Advances in radiation delivery technology such as intensity-modulated radiation therapy, conformal radiation therapy, and particle beam radiation therapy can maximize dose delivery to the tumor, while minimizing the dose delivered to nontumor tissues (Terasawa et al., 2009). Particle beam radiation therapy requires specialized facilities and is much more costly and far less available than any other alternatives. Only seven such centers were in operation in the United States in 2008.

The comparative effectiveness question, therefore, is which radiation delivery modality is more effective and safe for treating tumors, especially those near critical organs (e.g., base of the skull). Specifically, the technical brief produced by the Tufts EPC in 2009 focused on the comparative effectiveness of particle beam radiation therapy versus other radiation modalities. A technical brief can help insurers such as the Centers for Medicare and Medicaid Services appreciate the maturity of the evidence base, and thus inform their decision making on whether and how to cover the intervention.

Figure 10.1 depicts the results of an assessment of the literature conducted in 2008 on particle beam radiation therapy (Terasawa et al., 2009). In 243 eligible articles, particle beam radiation therapy was used alone or in combination with other interventions for common (e.g., lung, prostate, or breast) or uncommon (e.g., skull-base tumors or uveal melanomas) types of cancer. Of 243 articles, 185 were single-group retrospective studies. Eight RCTs and nine nonrandomized clinical trials compared treatments with or without charged particles. No comparative study reported statistically significant or important differences in overall or cancer-specific survival or in total serious adverse events.
The take-home message from the technical brief is that there are very few comparative trials, in common or rare cancers, for any outcome. The interpretation is nuanced: for some tumors and some comparisons, the comparative effectiveness question is answerable without comparative trials. For example, no clinical equipoise exists between conventional photon radiation therapy and particle beam radiation therapy for tumors of the base of the skull: conventional photon-based radiation therapy cannot safely achieve therapeutic doses in the tumor without giving
unacceptably high doses to adjacent critical structures, but particle beam radiation therapy can.

In contrast, for other tumor and treatment-comparison combinations, clinical equipoise exists, and these questions should be addressed with comparative trials. In the previous example, both particle beam radiation therapy and intensity-modulated radiation therapy can deliver therapeutic doses to the tumor without destroying nearby critical structures. Other examples where comparative trials are needed pertain to the treatment of common cancers, such as prostate, lung, or breast cancer, where all radiation delivery modalities (including conventional radiation therapy) can achieve therapeutic tumor doses. It has been hypothesized that particle beam radiation therapy may have lower frequency of radiation-induced colitis compared to conventional radiation therapy, because of its superior dose-delivery control. However, at least three RCTs did not demonstrate this, raising questions about whether particle beam radiation therapy for these conditions is worth the substantial extra cost.

Informed by the results of the technical brief, the Centers for Medicare and Medicaid Services decided to cover particle beam radiation therapy on the condition that treated patients are included in approved clinical studies or consent to the collection of additional clinical data, following the so-called Coverage with Evidence Development paradigm.

10.2 Methods of Comparative Effectiveness Review

Much progress has been made in the past three decades in the development of systematic review and meta-analysis methods and numerous articles and textbooks have been published on these topics. Advances have been made in formulating research questions, searching the literature for relevant studies, selecting and critically appraising included studies, and developing statistical methods to combine data and interpret results in meta-analyses. However, researchers have also found large variations in the quality of published systematic reviews and meta-analyses (Jadad et al., 1998). The increasing reliance on using publicly funded comparative effectiveness reviews to inform healthcare decisions mandates that not only the methods be rigorous but that processes be developed to engage patients and stakeholders in a meaningful way to improve the usefulness of these reviews. Users of these products also want to have this information available in a consistent format across topics so that they can be more readily interpreted and applied.

10.2.1 Guidance for Conducting and Reporting Comparative Effectiveness Reviews

To improve the reliability, transparency, and usability of systematic reviews and meta-analyses, several major organizations have published guidance
on how to conduct and report this research. The AHRQ EPC program has published a detailed methodological guidance for conducting comparative effectiveness reviews (AHRQ, 2014). The Cochrane Collaboration has continuously updated the Cochrane Handbook on Systematic Review and it has also published the Methodological Expectations of Cochrane Intervention Reviews (MECIR) (Chandler et al., 2013). The 2011 IOM report on Standards for Conducting of Systematic Reviews of Comparative Effectiveness Research made 82 specific recommendations for federally funded systematic reviews (Morton et al., 2011). The recommendations in these guidance documents are based on expert consensus informed by empirical research, current best practices, and guidelines on reporting of clinical studies produced by international workgroups. Examples of the guidelines for reporting systematic reviews and meta-analyses include PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-Analyses) and MOOSE (Meta-analysis Of Observational Studies in Epidemiology). These reporting guidelines can be found on the EQUATOR (Enhancing the QUAlity and Transparency of Health Research) network website (www.equator-network.org).

Most of the recommended practices made by these organizations are similar. The alignment of their recommendations reflects the common goal of these guidance documents to produce systematic reviews that minimize bias, and are relevant and useful to inform important healthcare decisions. Some discrepancies exist and a detailed analysis of the differences between the IOM standards and the AHRQ methods guide has been reported (Lau et al., 2013). For example, the IOM report recommends full, duplicate independent reviews at each step of the process and assessing the strength of evidence of all outcomes. These measures were not recommended in the AHRQ methods guide but are recommended by Cochrane. The difference between the IOM standards and the AHRQ methods guide could be attributed to the desire of the IOM Committee to set a high bar for federally funded systematic reviews, whereas AHRQ as a funding agency also needs to be concerned about delivering a timely product at reasonable costs. Additional research will need to be done before complying with the more rigorous standards either because compliance would require more effort and resources, or because the benefits are uncertain without good evidence (Chang et al., 2013).

Recommendations on conducting comparative effectiveness reviews in general can be grouped into those that focus on processes and infrastructure and those that focus on specific methods of systematic review and meta-analysis. There are already numerous publications on systematic review methodologies. Other chapters of this book also cover network meta-analysis (covered in Chapters 11 and 12), and meta-analysis of studies evaluating the accuracy of diagnostic tests (covered in Chapter 17). We will minimize repeating the same information that could readily be obtained in detail elsewhere. In particular, we will not discuss topics on formulating answerable research questions, searching the literature, selecting studies, and assessing the risk
of bias (including publication bias). We will instead focus the discussion on infrastructure and processes necessary to carry out comparative effectiveness reviews and use processes and methods developed for the AHRQ EPC program to illustrate the operationalization of the recommendations. The last part of this section provides an overview of the basic approaches to meta-analysis of summary literature data. This overview will serve as a bridge to the last section of this chapter, which covers IPDMA. IPDMA, in contrast with meta-analysis of summary data, can more readily be used to inform patient-centered outcomes decisions. It is anticipated that individual patient data will increasingly be available in the near future.

The AHRQ EPC program follows three principles in producing comparative effectiveness reviews: (1) reviews must be relevant and timely in order to meet the needs of decision makers; (2) reviews must be objective and scientifically rigorous; and (3) public participation and transparency increase public confidence in the scientific integrity and credibility of reviews and provide further accountability to the EPCs (AHRQ, 2014). In operationalizing these principles, the EPC program has created a continuously updated process to prioritize and refine topics before the review is undertaken, along with an infrastructure to enable these processes. Table 10.1 highlights the key steps and participants in carrying out specific tasks in a comparative effectiveness review under the AHRQ EPC program.

### 10.2.2 Resources and Infrastructure Needed to Conduct Comparative Effectiveness Reviews

Federally funded comparative effectiveness reviews such as those produced by AHRQ EPCs are major research activities that require a wide range of expertise, significant amounts of resources and time, and a capable infrastructure to support the processes. Adherence to rigorous methodological standards (e.g., independent double-data abstraction, steps to mitigate bias and conflicts of interest, stakeholder engagement, public commenting, and extensive peer reviews) requires even more resources and time. The scope of the EPC comparative effectiveness reviews tends to be large and often needs to assess and synthesize a hundred or more studies.

The 2011 IOM report on standards for systematic review emphasized the importance of establishing a team with appropriate expertise, ensuring user and stakeholder input, and managing bias and conflict of interests. A research team should include individuals with expertise in the following areas: systematic review methodologies, clinical or subject matter, medical literature search/information science, meta-analysis, and statistical methods. The IOM report on standards for systematic reviews also calls for stakeholders and patients participation. An individual with skills to solicit stakeholder and patient input should be part of the team. One person with expertise in several areas may fill multiple roles. Additional team members may include
<table>
<thead>
<tr>
<th>Steps</th>
<th>Key Participants</th>
<th>Specific Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Determine the need for a new review or update</td>
<td>Funder, stakeholders</td>
<td>Review the existing systematic reviews</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Search PROSPERO, Cochrine Library</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Contact potential users of the review</td>
</tr>
<tr>
<td>Identify the review team</td>
<td>Funder</td>
<td>Ensure that necessary expertise is available and team members are free of COI</td>
</tr>
<tr>
<td>Engage stakeholders</td>
<td>Funder</td>
<td>Identify and recruit stakeholders</td>
</tr>
<tr>
<td></td>
<td>Review team</td>
<td>Seek balanced input</td>
</tr>
<tr>
<td></td>
<td>Stakeholders</td>
<td>Manage COI</td>
</tr>
<tr>
<td>Refine research questions</td>
<td>Review team stakeholders</td>
<td>Iterative process to</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Create an analytic framework</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Develop PICOTS for questions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Define the scope</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Establish the eligibility criteria</td>
</tr>
<tr>
<td></td>
<td></td>
<td>• Formulate the protocol</td>
</tr>
<tr>
<td>Register review protocol</td>
<td>Review team</td>
<td>Register the finalized protocol; for example, PROSPERO</td>
</tr>
<tr>
<td>Search literature</td>
<td>Review team</td>
<td>Search for multiple sources (electronic databases, journals, conference</td>
</tr>
<tr>
<td></td>
<td>Technical experts</td>
<td>proceedings, reference lists, study registries, and personal contacts)</td>
</tr>
<tr>
<td>Select studies and abstract data</td>
<td>Review team</td>
<td>Screen abstracts</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Retrieve and evaluate full-text articles</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Apply PICOTS to select studies</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Dual independent extractions, compare, and resolve all discrepancies</td>
</tr>
</tbody>
</table>

(Continued)
<table>
<thead>
<tr>
<th>Steps</th>
<th>Key Participants</th>
<th>Specific Tasks</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assess the quality of studies</td>
<td>Review team</td>
<td>Apply the risk of bias tool to assess selection bias, performance bias, detection bias, attrition bias, reporting bias, etc.</td>
</tr>
<tr>
<td>Synthesize results</td>
<td>Review team</td>
<td>Organize data to answer research questions</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Perform meta-analysis as appropriate</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Explore reasons (clinical or methodological) for between-study heterogeneity (sensitivity analysis, subgroup analysis, and meta-regression)</td>
</tr>
<tr>
<td>Interpret results and grade</td>
<td>Review team</td>
<td>Interpret results based on the treatment effect estimate and on the evaluation of the quality of evidence for the entire body of included studies for each outcome, that is, GRADE system</td>
</tr>
<tr>
<td>strength of evidence</td>
<td></td>
<td>Assess the risk of bias: Publication bias, language bias, citation bias, multiple publication bias, selective reporting of outcomes and analyses, and inclusion bias</td>
</tr>
<tr>
<td>Draft the report as per standards</td>
<td>Review team</td>
<td>Report findings according to reporting guidelines, that is, PRISMA checklist</td>
</tr>
<tr>
<td>Conduct peer review</td>
<td>Review team</td>
<td>Solicit and incorporate peer-review comments</td>
</tr>
<tr>
<td></td>
<td>Stakeholders</td>
<td></td>
</tr>
<tr>
<td></td>
<td>External reviewers</td>
<td></td>
</tr>
<tr>
<td>Disseminate results</td>
<td>Review team</td>
<td>Publish articles in journals</td>
</tr>
<tr>
<td></td>
<td>Funder</td>
<td>Create summaries for patients, clinicians, and policy makers</td>
</tr>
<tr>
<td></td>
<td>Stakeholders</td>
<td>Use results to make informed decisions</td>
</tr>
</tbody>
</table>
project manager, medical editor, and research assistants. For the systematic review to be credible, members of the research team must be free of real or apparent conflicts of interests. A median of 8 (range 3–18) coauthors were involved in the sample of 50 AHRQ comparative effectiveness reviews described earlier.

The IOM report’s recommendation to engage stakeholders and patients in systematic reviews builds upon the increasingly common practice of engaging consumers in clinical research. The Cochrane Collaboration has a long tradition and well-established mechanism of involving patients in systematic reviews (http://consumers.cochrane.org/healthcare-users-cochrane). Consumers are involved in a range of activities that include helping to formulate the systematic review protocol (e.g., identifying outcomes of interest), performing lay person review of the draft systematic review, serving as coauthors, and creating lay summary and helping to disseminate the review. The AHRQ EPC program also has involved stakeholders in various aspects of the evidence review process including topic development, topic refinement, and peer review of its products for over 15 years. However, there is a lack of standardization in the approach and evaluation of their effectiveness and optimal approach (Kreis et al., 2013). A taxonomy of stakeholder engagement for patient-centered outcomes research called the “7Ps” has been proposed as a framework for this activity (Concannon et al., 2012). This taxonomy includes the following categories of participants: patients or public, providers, purchasers, payers, policy makers, product makers, and principal investigators. Applying the 7Ps framework consistently may ensure that an appropriate mix of individuals will be recruited to serve as stakeholders. As yet, there is limited experience operationalizing this framework and an evaluation of the effectiveness of this approach has not yet been reported.

10.2.3 Processes to Identify, Prioritize, and Select Comparative Effectiveness Reviews

Thousands of systematic reviews are published each year. It is increasingly common to see multiple reviews on the same topic conducted by different teams published in the same year. Some of these seeming replications may be justifiable because the questions asked while similar may be sufficiently different to merit additional analyses and new publications. Others may be important updates of previous reviews by including newly published and landmark trials. Unnecessary replications should be minimized because systematic reviews consume significant resources and duplicate publications have minimum added value. There are also many published systematic reviews that concluded that there is no or insufficient evidence to inform the key questions. While finding no evidence has value in pointing to the research needs, this finding is not immediately useful to clinicians and patients. Furthermore, valuable resources and time are expended in such exercises. Therefore, processes to identify, prioritize, and select topics that
will likely have sufficient evidence to yield useful answers would be highly desirable before undertaking a review.

In the AHRQ EPC program, topics selected for comparative effectiveness reviews are solicited from the public, prioritized, and vetted to ensure that a comparative effectiveness review is feasible and the results will likely be useful. Processes have been developed and are continuously being refined prior to the commissioning of the review. The major steps include topic nomination, topic development, topic prioritization and selection, and refinement of the systematic review key questions.

Professional societies, health systems, employers, insurers, providers, and consumer groups are invited to submit comparative effectiveness review topics to an AHRQ website. A structured form asks nominators to define the problem and to suggest several key questions, provide information on why the topic is important and how the results of the evidence review will be used to inform decisions, and name other stakeholders who may have an interest in the same topic. If a topic meets the minimum criteria, additional vetting of the topic, often by an EPC, is conducted to assess whether a new review or an update is necessary and that there is likely sufficient evidence to conduct a meaningful review. In addition to PUBMED searches, the PROSPERO registry of systematic review protocols (http://www.crd.york.ac.uk/PROSPERO/) and the clinicaltrials.gov websites are searched for research that has been started but not yet completed.

Nomination information along with data collected in the topic development phase is used by AHRQ to prioritize topics at meetings held at regular intervals. The approved review topic is assigned to an EPC, which is then tasked with refining the topic with input from key informants and patients. The EPC then works with a panel of technical experts comprising clinical experts to refine the key questions and to establish study eligibility criteria. EPCs post key questions online for public comments before they are finalized.

10.2.4 Searching the Literature and Extracting the Data

The largest time component of a systematic review is the search of the literature for relevant papers and subsequent extraction of the data from them. We do not discuss these steps in detail here as there is a voluminous literature detailing the databases and library search strategies to employ, the steps to take to ensure accuracy and reproducibility of the process, and the need for well-trained staff. As noted earlier, the number of citations to screen can be immense and the bookkeeping can be tedious. Typically, it is best to work with a librarian who knows databases and how to search them, to search multiple databases, to search both English and non-English language literature (especially for topics such as Chinese medicine), to have two individuals screen through abstracts found, and to use a sensitive search and screen strategy so as not to miss relevant articles that may appear in nonstandard formats (e.g., data that appear in letters to the editor). Many articles cannot
be screened out until the full text is retrieved. Extraction of relevant data on study design, methods, and results requires a well-designed extraction form that may need several passes before it is in final form. Duplicate extraction is ideal, although sometimes beyond the resources of the research team. However, careful checking of at least some of the papers and calibration between reviewers will minimize many errors. Later sections of the chapter describe some of the advantages that having the raw data give and recently developed tools that can reduce the manual burden of data collection.

10.2.5 Assessing Quality: Risk of Bias

As shown in Table 10.1, assessing risk of bias of the individual studies and grading the overall strength of evidence are two key steps in a systematic review. While choices exist for how to tackle both steps, an overall objective should be transparency about what was done and the implications for the results and interpretation of the systematic review. We discuss risk of bias in this section and grading strength of evidence after discussing analytic issues.

For studies of interventions, assessing risk of bias refers to determining how potential bias in the conduct and analysis of a study may have influenced the estimation of the treatment effect. For randomized trials, the Cochrane risk of bias tool helps reviewers think through selection, performance, detection, attrition, reporting, and other biases (Higgins and Green, 2008). Assessing risk of bias for observational studies is particularly challenging given that such studies do not randomize subjects and may not have other internal validity safeguards. CER necessarily encompasses both randomized and observational data. The latter are essential for the assessment of harms, for example, one of the six characteristics of CER as defined by the IOM (Ratner et al., 2009). Furthermore, observational data collected for other purposes are a critical component of CER as described with respect to electronic health records in Chapter 14. Indeed, providing answers to CER questions will often require cross-design synthesis as detailed in Chapter 7.

10.2.6 Meta-Analysis of Comparative Effectiveness Research Summary Data

Once data have been collected and assessed, they need to be analyzed. Sometimes, if the studies are of different types or of insufficient number or have not been quantitatively summarized, the only analysis possible is a qualitative summary of the available information. Such summaries will typically list the types of designs, study patient characteristics, outcomes examined, and so forth but will not attempt to synthesize such information into a summary statistic. When several studies (sometimes as few as two, but usually three or more) report statistical summaries on the same outcome and they are considered alike enough to pool, one can perform a quantitative synthesis or meta-analysis using sufficient statistics from the individual studies. Several advanced meta-analysis methods are discussed elsewhere in the book—including meta-analysis of networks of studies that compare a subset
of several interventions (covered in Chapters 11 and 12), and of diagnostic test accuracy (covered in Chapter 17). Cross-design synthesis is discussed in Chapter 7.

For the most part, meta-analysis is a retrospective exercise, in that the analyst has no control over the collection of data, their analysis, and reporting. Thus, refinements in meta-analysis techniques are largely driven by the need to address increasingly complex questions with incompletely reported data, while handling technical and statistical challenges better.

We start with a brief overview of typical pairwise meta-analysis for one outcome (where advances are in estimation and computation), and then discuss its extension to meta-analysis of multiple outcomes, and to analysis of individual participant data.

A typical meta-analysis averages \( K \)-independent treatment effects, obtained from as many studies, to compare the effectiveness or safety of two interventions.

To fix some notation, let \( \theta_k \) be the unobserved population effect and \( d_k \) its estimate in study \( k = 1, \ldots, K \). In each study, the observed estimate \( d_k \) is modeled to follow a normal distribution with mean \( \theta_k \) and variance \( \sigma_k^2 \):

\[
d_k \sim N(\theta_k, \sigma_k^2).
\] (10.1)

To learn across studies, meta-analysts must make assumptions about how the study population effects \( \theta_k \) relate between them. The two most common ways of thinking about these assumptions can be described using two generative models, the equal effect and the random effects model (Hartung et al., 2011).

Under the equal effect model (also called “fixed effect” model), one assumes that all studies estimate a common population effect \( \Theta \):

\[
\theta_k = \Theta \quad \text{for all } k = 1, \ldots, K.
\] (10.2)

This assumption is rather strong, in that it essentially states that the distribution of effect modifiers is the same across all studies. In other words, any diversity in the populations, interventions, or comparisons across the \( K \) studies does not affect the treatment effect. See Chapter 8 for a discussion of issues on the heterogeneity of the treatment effects across population characteristics.

The random effects model relaxes the assumption in Equation 10.2, and allows the study-specific effects to differ from each other. However, to learn across studies, we still have to assume that their population effects follow some structure—typically a normal distribution

\[
\theta_k \sim N(\Theta, \tau^2) \quad \text{for all } k = 1, \ldots, K.
\] (10.3)
where $\tau^2$ is the between-study variance or heterogeneity parameter. The model in Equation 10.3 allows for heterogeneity in the study population effects, albeit in a very specific sense.

The models in Equations 10.1, 10.2 and 10.1, 10.3 are generic, and different specifications can be had for, for example, dichotomous, or count data (Hartung et al., 2011). More importantly, an infinite number of variations exist for the simple random effects model. For example, in Equation 10.3, one can specify a distribution other than a normal, or a mixture of normal distributions (Karabatsos et al., 2015).

With the wide availability of graphical interface-based, user friendly, and open-source software, it is straightforward to fit meta-analysis models in the maximum likelihood or Bayesian framework using state of the science numerical algorithms (Viechtbauer, 2010; Wallace et al., 2012). For practically all evidence synthesis approaches discussed in this chapter, computation is not a major issue.

Arguably, a principled way to choose between the two models mentioned above is to judge their plausibility. It is often easier to argue that the random effects model is more plausible than the equal effect one, in that it allows for between-study variability in the population effects (Borenstein et al., 2010). However, choosing between models becomes more difficult when one considers a larger range of variants (e.g., alternative random effects models, or models in which the effect depends on covariates).

More generally, one can inform model choice by examining model fit. For example, when choosing between the equal and random effects models mentioned above, one can compare the likelihood of the data under each model. This amounts to testing whether the heterogeneity parameter $\tau^2$ is positive. From this viewpoint, the various tests for heterogeneity can be viewed as tests of the fit of the equal effect model. As in regression analysis, tests of model fit can inform but, ideally, should not automatically determine model choice. This is because model fit tests are generally underpowered for the number of studies typically included in medical meta-analysis. Furthermore, once the model has been chosen on the basis of a statistical test, the distribution of its parameters changes.

Numerous statistics and graphical expositions have been proposed for testing for the presence of statistical heterogeneity, or for quantifying its extent, each conveying different information (Cochran, 1954; Galbraith, 1994; Higgins and Thompson, 2002; Olkin et al., 2012).

10.2.7 Exploration of Between-Study Diversity

More often than not, it is plausible that effect modifiers are distributed differently across studies, or that study results may differ by design or other study-level characteristics. One can use stratification (subgroup analyses) or regression modeling (meta-regression) to examine the association between the study population effects $\theta_k$ and study covariates. Caution is required in the
interpretation of findings from stratified or meta-regression analyses. Such findings pertain to the study level, but it can be tempting to misinterpret them as if they pertained to the patient level. For example, consider the treatment effect of using versus not using thrombolytics in patients with acute myocardial infarction. In stratified or meta-regression analyses, one finds that studies with shorter average time between symptom onset and treatment initiation estimate more protective effect sizes for thrombolytics (GISSI, 1987). Strictly speaking, the association holds at the study level, but can be confounded by study, that is, studies may differ in unmeasured effect modifiers, and this may explain the association. Thus, the aforementioned association should not be interpreted at the individual patient level: one cannot conclude that patients who are treated earlier after symptom onset will benefit more from thrombolysis compared to those who are treated later. It so happens that in this example, the association holds at the individual patient level—but we know that from patient-level analyses or meta-analyses of individual patient data.

10.2.8 Extensions to More Than One Outcome: Multivariate Meta-Analysis

Meta-analysts are often interested in two or more outcomes for the same comparison. For example, one can assess the effectiveness of adding axillary radiation therapy to chemotherapy in women with breast cancer by examining mortality from breast cancer, and mortality from other causes. The relationship between these two outcomes involves correlation: The more women die of breast cancer, the fewer are at risk of dying from other causes. Knowing something about one outcome conveys some information about the other (Trikalinos and Olkin, 2008). More generally, when two outcomes are evaluated in the same patients they can be stochastically dependent (Gleser and Olkin, 2009). It has been argued that it may be advantageous to analyze such outcomes jointly in a single multivariate model, instead of with separate univariate meta-analyses (Gleser and Olkin, 2009; Jackson et al., 2011; Mavridis and Salanti, 2013), in that one can borrow strength between the two outcomes through the correlations, especially if one of the outcomes is missing at random in a substantial number of studies. However, if it is suspected that outcomes are missing not at random, one would have to perform substantive sensitivity analyses to explore the impact of plausible missingness mechanisms.

In simulations and empirically, one does not often find very large differences in the marginal estimates of the summary effect of each outcome with univariate and multivariate meta-analysis (Trikalinos et al., 2014a). However, one does find differences in the confidence or credible intervals of functions of the outcome-specific treatment effects estimates, for example, in calculating quality-adjusted life years in decision analyses (Trikalinos et al., 2014a). Another chapter in this book (Chapter 12) addresses Bayesian network meta-analysis with multiple endpoints.
10.2.9 Extensions to Complex Questions and Data

Meta-analysis methods can address more complex questions. For example, for most, comparative effectiveness questions of more than two alternatives are practical to consider. Network meta-analysis (covered in Chapters 11 and 12) can be used to compare three or more treatments with respect to one (Salanti, 2012) or more (Schmid et al., 2014) outcomes. Meta-analysis can also be used to assess the performance of testing modalities (Rutter and Gatsonis, 2001) and to compare performance in networks of studies of diagnostic tests (Trikalinos et al., 2014b).

10.2.10 Grading the Evidence

In terms of assessing the overall strength of evidence, several approaches exist. Berkman et al. (2013) describe the AHRQ EPC method, which is conceptually similar to that of Grading of Recommendations Assessment, Development, and Evaluation (GRADE) (Guyatt et al., 2011). The IOM standard 4.1 states “Use a prespecified method to evaluate the body of evidence” (Morton et al., 2011). Major healthcare policy decisions often rest on strength of evidence conclusions, for example, those resulting from the United States Preventive Services Task Force (USPSTF, 2016). Work remains regarding evaluating the reliability and validity of different approaches, and in addition, most approaches are time consuming and resource dependent.

The first characteristic of CER as defined by the IOM is that CER “has the objective of directly informing a specific clinical decision from the patient perspective or a health policy decision from the population perspective” (Ratner et al., 2009). These decisions are about the relative effectiveness of different interventions and heterogeneity often exists with respect to effectiveness as discussed in Chapter 8. As stated earlier in this chapter, comparative effectiveness reviews do not by themselves yield recommendations but the decision perspective must be kept in mind when such reviews are conducted. IPDMA discussed later in this chapter endeavors to use patient-level data to address an individual’s decision. Indeed, these decisions can be thought of as prediction problems, while systematic reviews are generally descriptive in nature. Chapter 13 addresses prediction in a mathematical modeling context.

10.3 Individual Participant Data Meta-Analysis

When data from individual participants in the studies comprising a meta-analysis are available to the researcher, it is possible to extract much more
information from the synthesis than with summary data only. Such IPDMA has become more common as regulators, private companies, and academic consortia mine data from studies conducted in the course of development of drugs or devices or investigation into innovative treatments or safety concerns. This trend continues to increase with government funders and regulators (EMA, NIH, PCORI, FDA, and NICE) requiring those getting public research funds or regulatory approvals to make information available to the public so as to limit the dangers of publication and reporting bias and increase research transparency. Availability of IPD offers several advantages when conducting meta-analyses, including the ability to ask more complex research questions, reconcile different study protocols and harmonize study databases, investigate potential study bias more thoroughly and correct inadequate reporting, carry out more complex analysis, and provide more nuanced interpretations of data. Each of these will now be discussed briefly.

10.3.1 Developing More Complex Research Questions

Medical research is becoming increasingly patient centered, focusing on the needs of individual patient care. The classical RCT seeks to determine the effect of a treatment on a group of individuals compared to another group that receives a different or no treatment. But the treatment will generally not act in the same way on all group members. For example, the effect on men may differ from that on women or a higher dose might act differently from a lower dose. Traditionally, such subgroup differences were studied, if at all, by meta-regression which was necessarily restricted to consideration of study-level factors that varied between, but not within studies (Schmid et al., 2004). For a patient-level characteristic such as age that varies by individual, within-study variation can be accounted for only if data are available at the individual patient level. IPD considerably expands the range of questions that may be asked (Schmid, 1999; Stewart and Tierney, 2002).

For example, after a meta-analysis found that angiotensin-converting enzyme (ACE) inhibitors improved the prognosis of patients with kidney disease but without diabetes (Giatras et al., 1997), investigators wanted to know more about the mechanism of the effect and optimal treatment strategies. ACE inhibitors were known to lower blood pressure and urine protein excretion, both risk factors for kidney disease, but it was not known whether the drugs conferred additional benefits. Did they have the same effect on all patients or was the effect modified by factors that led to differential effects? What doses worked best and which concomitant medications might improve efficacy? Such questions could only be answered with IPD and multivariate statistical analyses that simultaneously accounted for these variables (Jafar et al., 2001).
10.3.2 Study Reconciliation

Application of the population, intervention, comparator, outcomes, timing, and setting (PICOTS) criteria implies that a meta-analysis consists of a set of studies with common inclusion and exclusion criteria. However, such consistency is rare unless studies are carried out under the same research protocol. These differences are most marked if one compares experimental studies under carefully monitored protocols to observational studies in which data are collected under less-controlled conditions. But even within the sets of experimental and observational studies, differences usually prevail. One study might restrict participants to individuals with blood pressures over 140 mmHg, another might use a criterion of 130, and so forth. In meta-analysis using information from study reports only, checking such characteristics relies on the accuracy and completeness of the reported information, which may be inadequate for a thorough appraisal. IPDMAs are better able to reconcile these differences, standardizing criteria and variable definitions, and filling in missing and incomplete data (Stewart, 1995; Stewart and Tierney, 2002).

In the Thrombolytic Predictive Instrument study (Selker et al., 1997), investigators combined data from 12 RCTs and registries of patients presenting to emergency departments with chest pain. Because some studies that restricted the ages of patients were allowed to be included, it was necessary to apply the same restrictions to all studies in order that inferences would not be confounded by the study. Another key set of variables derived from electrocardiograms, but the protocols and timing at which these were taken differed and needed to be reconciled. Missing forms and other data found to be missing were recovered from other sources or from research in original medical records.

Schmid et al. (2003) describe the details of putting together the Angiotensin-Converting Enzyme Inhibition in Progressive Renal Disease (AIPRD) database from 11 RCTs. This consisted of several linked tables including study-level data with protocol information; cross-sectional patient information (demographic, disease history, comorbidity, and previous medication) from 1,860 patients; outcomes with dates; longitudinal lab data (e.g., blood pressure) from 31,345 records; and 28,073 medication profiles from 10 of the 11 studies. The investigators originally constructed a standardized data form for participants to complete, but discovered that many study teams preferred to send their unedited finalized databases. While this provided complete data of larger scope than initially anticipated, it added substantially to the data management burden of the meta-analysis team which then had to standardize variable definitions; reconcile date formats both across different files for the same study and across studies (some studies used exact dates, other visit numbers); determine baseline dates and calibrate these with randomization dates; translate medication text into English and then parse the strings to extract the drug, dose, and dates; standardize dose amount
and schedule across drugs; and calibrate different measurement techniques (e.g., use of exact assay vs. a dipstick test) and units. But availability of detailed data did facilitate checking the accuracy of numbers provided in study reports, screening of implausible values, querying trial investigators about potential errors, checking for additional follow-up that may not have been reported in the published literature, imputing missing values, and correcting data errors and omissions. Nevertheless, reconciliation of data from older studies can suffer if the original study teams are no longer together and the principal investigator no longer has access to the data managers and statisticians with the detailed knowledge of the database.

Establishment of a team that includes all of the participating trial principal investigators is a key to a successful collaboration. This structure formalizes the meta-analysis as a separate study and properly credits the individual study investigators for the work that they contribute to the collaborative effort, while ensuring that each study’s data will not be shared with other members of the study group or with investigators outside the study group without their consent. In addition, involving the investigators allows them to contribute their expertise to improve the design and conduct of the meta-analysis and encourages them to contribute toward standardizing and reconciling the database. Each article produced by the collaboration originates from its own writing committee generated from volunteers solicited after the proposed article is approved by the team’s steering committee. Analyses are often conducted by the Data Coordinating Center (DCC) of the IPDMA that oversees the combined database, but may be done locally with a portion of the database sent out from the DCC (Stewart, 1995).

### 10.3.3 Investigate Study and Reporting Bias

As discussed earlier in this chapter, checking component studies for characteristics that may indicate study bias is an important function of meta-analysis because it helps to measure the strength of the evidence available for interpreting findings. Identification of such bias can be problematic when information can be taken only from study reports, though, because it relies completely on the quality of the study report. With IPD, however, the availability of the original data allows for verification of the reported summary statistics and study characteristics. It also allows for checking of the validity of the study-analytic methods (Stewart and Tierney, 2002). For instance, while many studies report using the intent to treat (ITT) principle, a recent study examining the disposition of patient withdrawals and number analyzed indicated that use of ITT was unlikely in many of them (Deo et al., 2011). Inspection of the IPD can reconcile such ambiguities.

Publication and outcome-reporting bias can also complicate meta-analytic inferences. Publication bias refers to the unavailability of studies that are not published, usually because of negative results. The discoverable studies are then biased toward a positive result. A special type of publication bias occurs...
when parts of studies are undiscoverable, even if the study is known. The most common form occurs when investigators report only some of the measured outcomes, often because these gave positive results. Another example occurs when treatment effect modifiers are identified for those factors interacting with treatment, but not for factors for which interaction is not present. With IPD, such reporting bias can be identified and corrected (Ahmed et al., 2012). IPD analysts, however, must be careful of a bias specific to IPDMA caused by the unavailability of IPD for some studies either because data cannot be accessed or investigators are unwilling to contribute their data. In this case, it may be necessary to use analytic techniques that incorporate both types of data, recognizing that between-patient inferences are limited by the lack of IPD data in some of the studies (Riley et al., 2008a). Meta-analysis in which some of the studies are proprietary (e.g., owned by companies that produce a drug or device) is particularly prone to this problem.

10.3.4 Carry Out More Informative Analyses to Obtain More Nuanced Interpretations of Data

Analytically, the primary advantage of IPD lies in the ability to model patient-level as well as study-level factors. While the number of studies with data defines the sample size relevant for analyzing study-level factors, the number of patients is the key value for analysis of patient-level factors. This enables investigation of effect modification through treatment–factor interactions, as well as adjustment for differences among factors among studies (e.g., differences in age distributions by study) and development of models that apply to individual patients. Survival analysis models using time to follow-up can also be developed with IPD. When some studies have IPD and others do not, it is also possible to construct models that use the patient-level data where possible. Although a detailed explanation of the statistical models involved is beyond the scope of this chapter, we briefly outline some of the basic approaches to demonstrate how they can address these issues.

Many of the early IPD analyses focused on using patient follow-up times to estimate within-study hazard ratios that accounted for patient censoring (Peto, 1989). The study hazard ratios were then combined across studies by standard meta-analytic methods to obtain a pooled hazard ratio. This is an example of a two-stage analysis. The first stage combines the data within study and the second stage combines across studies. Such models, however, fail to use the patient-level data from predictors. An improved two-stage model estimates within-study hazard ratios adjusted for potential confounders and then combines these adjusted hazard ratios across studies. This adjustment is especially important for observational studies where the lack of randomization often introduces correlation between treatment and covariate distributions. The two-stage approach can also estimate treatment interactions by first computing the interaction effect within each study...
and then pooling these effects across studies. However, many important questions require multivariate analysis to estimate several quantities simultaneously. Such analyses require knowledge of correlations that cannot be readily fit into the two-step framework (Riley et al., 2008b).

The need to differentiate between within-study and among-study treatment effects motivates the use of a multilevel, or one-step approach. The simplest multilevel model has two levels. At the patient level (within study),

$$Y_{ij} = \alpha_j + \beta_j X_{ij} + \epsilon_{ij},$$

where $Y_{ij}$ is the outcome for patient $i$ in study $j$, $X_{ij}$ is a patient-level covariate, $\alpha_j$ and $\beta_j$ are study-specific regression coefficients (i.e., each study has its own slope and intercept), and $\epsilon_{ij}$ are independent random within patient deviations from the regression line with mean zero and variance $\sigma^2$. The study-level model is written

$$\alpha_j = \alpha_0 + \alpha_1 Z_j + u_\alpha,$$

$$\beta_j = \beta_0 + \beta_1 Z_j + u_\beta,$$

and describes the dependence of the study-specific $\alpha_j$ and $\beta_j$ on a study-level covariate $Z_j$ with regression coefficients $\alpha_0$, $\alpha_1$, $\beta_0$ and $\beta_1$, as well as error terms $u_\alpha$ and $u_\beta$ with zero means and variances $\sigma^2_{u_\alpha}$ and $\sigma^2_{u_\beta}$, respectively. Usually, it is also assumed that $u_\alpha$ and $u_\beta$ are normally distributed. Sometimes, one assumes that $\alpha_j$ and $\beta_j$ are correlated within study, although they are always assumed to be independent across studies. These models can be easily extended to add additional patient and study-level covariates as well as interactions between them.

Note that the multilevel model can be written as a mixed model by substituting the between-study equations for $\alpha_j$ and $\beta_j$ into the within-patient equation to obtain

$$Y_{ij} = \alpha_0 + \beta_0 X_{ij} + \alpha_1 Z_j + \beta_1 Z_j * X_{ij} + u_\alpha + u_\beta X_{ij} + \epsilon_{ij}.$$  

From this formulation, it may be seen that $\alpha_1$ and $\beta_0$ are coefficients for the main effects and $\beta_1$ is the coefficient for the interaction between a patient-level and study-level effect. To make the intercepts more interpretable, it may be useful to center $X_{ij}$ and $Z_j$ about their means or some other meaningful constant.

A small example will serve as an illustration. Schmid et al. (2004) used results from 11 RCTs to study whether the effect of ACE inhibitor treatment on change in glomerular filtration rate (GFR), a measure of how well the kidneys clear waste from the body, varied with the baseline level of protein in the urine at the start of the study. Treatment received (ACE or control) is a patient-level covariate ($X_{ij}$) and the average study urine
protein level is a study-level covariate ($Z_j$). Patient GFR level is the outcome ($Y_{ij}$). This model is mathematically equivalent to a meta-regression. Because IPD is available, however, baseline urine protein ($Z_{ij}$) is also known for each patient. One can therefore include this factor in the patient-level model, writing $Y_{ij} = \alpha_j + \beta_j X_{ij} + \gamma_j Z_{ij} + \epsilon_{ij}$. Retaining $Z_j$ in the study-level model would then permit differentiation of the study-level and patient-level effects of baseline urine protein. Alternatively, one could drop the study-level factor and fit a random-effects regression model.

The results of the analysis are conceptually interesting and illustrate the importance of distinguishing between patient-level and study-level effects. Meta-regression found no significant relationship between the average difference in GFR change comparing treated and control patients against the average baseline urine protein level by study. Random effects regression using the patient-level protein level determined that treatment was more beneficial in patients who started the trials with higher levels of protein in the urine. This differential treatment effect was also found in a two-step approach pooling within-study treatment interactions.

Such a difference between study-level and patient-level analyses is called ecological bias. Examination of Figure 10.2, which displays this effect within each study, is instructive in understanding this bias. The average baseline levels are seen to vary little and generally correspond to a fairly low protein level at which the treatment difference is small. Big effects are found only at high levels of protein within the study. Berlin et al. (2002) present another example from five studies examining how patient-level variables modify the effect of antilymphocyte antibody induction therapy in reducing graft failure among renal transplant patients (Berlin et al., 2002). With IPD, induction therapy was found to be substantially more effective when panel-reactive antibodies were elevated; this interaction was not found with meta-regression.

Ecological bias generally occurs when the group-level average does not reflect the patient-level variation that correlates with outcome variation (Figures 10.2 and 10.3). In some cases, as with the GFR–urine protein relationship, this occurs because the averages vary little across studies; in some cases, the within-study distributions may be quite different. For instance, assume treatment efficacy is concentrated in a high-risk subgroup such as the elderly. Studies with higher proportions of high-risk individuals and lower proportions of low-risk individuals will show an effect whereas those with the reversed distribution will not, even though both sets may have the same average of the factor. In such cases, the more interpretable study-level factor may be the proportion of elderly in the study, rather than the mean age.

Simultaneous modeling of the patient-level and study-level forms of a variable may be useful when they reflect different conceptual effects. For instance, low socioeconomic status (SES) is often correlated with poor health outcomes, reflecting the lack of access to health care among the poor and uneducated. Nevertheless, programs targeted at low SES populations may
FIGURE 10.2
In each graph, C represents the regression line in the control group, T the regression line in the treatment group. The dotted line indicates the mean level of baseline urine protein in that study and the rug plot shows its distribution in the study.
FIGURE 10.3
The different symbols represent data in three separate studies. The solid large black circles represent the average outcome and the average covariate in each study. Outcome and covariate are positively correlated within each study but their averages are negatively correlated across studies.

succeed in improving health. A meta-regression that includes studies both with and without such targeted effects might then find that SES was uncorrelated with health outcomes, whereas the true effect is that within-study lower SES is correlated with poorer outcomes, but across studies, targeted programs are effective. Another example occurs with factors that represent categories of individuals such as sex. Effects for males may differ from those for females, but at the study level where only the proportion of males and females is available these effects may not show up. Furthermore, it is difficult to even interpret the effect of a change in the ratio of males to females. The effect may differ in mixed populations compared to unixed ones. Changes in male/female mixture proportions may have different effects than comparisons of individual males and females.

Note that under the assumption that the studies with IPD are not systematically different from those without (an assumption that may be unrealistic particularly if the IPD comes from a single source such as a company’s proprietary data), the one-step approach can be modified to distinguish between patient and study-level effects even when IPD is only available from some studies (Riley et al., 2008a).

In addition, one can reformulate all the models when the outcomes are discrete categories, counts, or survival times by using different distributional forms for the outcome (e.g., a binomial distribution for a binary outcome)
and different link functions for the expectation of the outcome (e.g., a logit function in a logistic regression).

Just as regression models can be used for estimating the effect of variables on responses and for predicting outcomes, meta-analysis using IPD can be used for estimating treatment effects and effect modifiers and also for developing predictive models using data from different databases. For example, Inker et al. (2012) used IPD from 5,352 participants in 13 studies to derive a model for predicting GFR from age, sex, race, serum cystatin, and serum creatinine levels (Inker et al., 2012). This model was validated with data from five additional studies totaling 1,119 participants. Selker et al. (1997) developed five logistic regression models to predict the probability of 30-day and 1-year mortality, stroke, cardiac arrest, and blood transfusion among patients admitted to the emergency department with suspected myocardial infarction (Selker et al., 1997). Such modeling cannot only bring more power to investigate treatment effects in subpopulations, but can also extend the generalizability and robustness of treatment recommendations by incorporating a broad spectrum of patients.

Many of the advantages of IPDMA can be realized through prospectively planning the meta-analysis by designing a series of studies with the same or very similar protocols to be analyzed together upon their completion. Such an approach avoids many of the difficulties of putting together and harmonizing different databases, while increasing the generalizability of the results by applying them in different settings (Berlin and Ghersi, 2005).

Nevertheless, meta-analysis is usually employed to summarize information that has already accumulated from diverse sources. This leads to many challenges and considerable resource needs (Stewart, 1995; Schmid et al., 2003) making IPDMA feasible only for selected important clinical problems, even assuming that the necessary information is available. For example, the controversy about the efficacy of intravenous magnesium in the treatment of acute myocardial infarction arising from the discrepancy between ISIS-4 and a meta-analysis of smaller trials could not be resolved with existing individual patient data because ISIS-4 did not collect data on the timing of administration of magnesium (MAGIC Steering Committee, 2000). Instead, a new trial was needed (MAGIC).

Table 10.2 summarizes the advantages and disadvantages of using IPD rather than summary data to do meta-analysis.

10.4 Summary

Systematic review and meta-analysis have been applied to healthcare topics for over three decades and their value to inform healthcare decisions is no longer debated. The methodologies and processes have advanced to
address many early concerns. While these methods are increasingly used to address comparative effectiveness questions, many challenges remain. As the demand for comparative effectiveness information increases, and as data become more readily available, there will also be many opportunities to apply advanced methods such as individual participant meta-analysis to better provide patient-centered information. Here, we summarize major areas where improvements are needed.

10.4.1 Need for Better Primary Studies and Reporting of Information

A frequent conclusion of comparative effectiveness reviews is that there is limited or no direct evidence to answer the research questions. The three comparative effectiveness review examples discussed in this chapter exemplify this problem. All three examples point to the lack of direct comparative effectiveness studies across treatment modalities of interests. These examples also brought out many common issues across topics, not just from the perspective of conducting systematic reviews but for CER and PCOR issues as well. For many problems, there is a lack of relevant studies or the available studies are often of low quality thus limiting the ability to form strong conclusions. Research questions in comparative effectiveness reviews often ask for analyses on population subgroups to assess the possibility of heterogeneity of treatment effects in different patient populations. However, many studies either do not include population subgroups or do not report them to allow these analyses. The lack of head-to-head comparison studies requires the use of indirect evidence that weakens the inferences that could be made.

The chronic venous ulcers comparative effectiveness review points to the lack of consensus in the primary literature on disease definitions and the types of outcomes to be synthesized. This problem speaks to the need for the community including clinical researchers, government regulators, payers, and healthcare products industry, to establish a consensus about how to conduct meaningful studies in this area. The objective would be to develop better standards for disease definition, interventions, comparison groups,
and outcome measures. These experts could create templates for study designs that better demonstrate efficacy. A report published by the Center for Medical Technology and Policy, “Methodological Recommendations for Comparative Effectiveness Research on the Treatment of Chronic Wounds,” exemplifies this type of activity (Sonnad et al., 2013).

10.4.2 Need to Develop Methods to Optimaly Engage Stakeholders and Patients

The increasing emphasis on evidence-based practice and patient-centered decision making mandates that not only the review of evidence be rigorous but that the process be inclusive to involve relevant stakeholders and patients. Interactions with users of the reviews in refining the research questions will ensure the relevance of the systematic reviews and that the results will be useful to decision makers. Optimal methods to achieve desirable end results have yet to be determined. Proposed approaches such as the 7-P approach to identify a stakeholder should be evaluated.

10.4.3 Need to Incorporate Information from Different Designs and to Combine Individual and Aggregate Data

Ideally, a comparative effectiveness review should include all relevant information and in its most granular form. Information about the effectiveness and safety of interventions should be obtained not only from RCTs, but from nonrandomized experimental studies, and from observational studies and even registry analyses. Traditionally, comparative effectiveness reviews have used only evidence from randomized trials to estimate intervention effects. The rationale is that, compared to randomized designs, nonrandomized studies are more susceptible to confounding bias (Higgins and Green, 2008). However, useful information can be obtained from nonrandomized studies that have been carefully analyzed to adjust for residual confounding. Chapters 1 and 2 expand on causally explicit analyses that aim to estimate causal effects from observational data. Schemes that allow learning across designs include approaches that model potential bias (Eddy et al., 1990; Kaizar, 2006, 2015) or that correct study estimates for bias (quantitative bias modeling) (Greenland, 2005; Lash et al., 2014). Cross-design synthesis is also discussed in Chapter 7 of this book.

Furthermore, addressing questions about the heterogeneity of the treatment effect (covered in Chapter 8), for example, how the treatment effect changes across participants with different characteristics, requires modeling interactions between treatment and participant-level factors. For logistical and other reasons, it may be practical to obtain individual patient data for a subset of relevant studies, and have access only to aggregate-level data from other studies. In such cases, one can combine information across studies with individual patient data and aggregate data, as long as attention is given to
the fact that aggregate data studies typically report estimates for marginal
treatment effects, while analysis of individual participant studies typically
focuses on estimates of conditional effects. Schemes for combining informa-
tion across individual-level and aggregate-level data have been reviewed in
the literature (Jackson et al., 2006; Riley et al., 2007, 2008a; Sutton et al., 2008).

10.4.4 Need to Modernize Review Methods

Comparative effectiveness reviews are large, costly, and require a significant
amount of time to produce. In the 2015 report to Congressional Commit-
tees on CER, the General Accounting Office analyzed 74 AHRQ comparative
effectiveness reviews and found the time when a systematic review began
to when the findings were disseminated ranged from 1 year to more than
4 years (USGAO, 2015). The time required to produce evidence reviews
has probably increased since AHRQ began the EPC program in 1997, this
increase can be attributed to additional steps and processes implemented
in recent years to ensure rigor, completeness, and inclusiveness. Incorpo-
rating all of the 2011 IOM report and future standards without concomitant
improvements in the efficiency of the processes will undoubtedly add time
and costs.

To produce timely comparative effectiveness reviews without simply
adding more people (and hence costs) to the task, systematic review methods
and processes must be made more efficient by taking advantage of modern
technologies. While researchers have used computer technologies to produce
the reviews, such as conducting computerized literature searches, using elec-
tronic spreadsheets and database programs to organize studies and abstract
data, and using word processors to draft reports, many systematic review
processes have remained largely a manual process. Two critical and rate-
limiting steps in the systematic review process that currently are mostly
performed by humans are screening of citations and abstracting data from
eligible full-text articles. Modern tools are beginning to appear to address
these areas. For example, Abstractkr, a computer program funded by an
AHRQ research grant, uses machine-learning technology to assist researchers
to screen abstracts and reduces this mundane task to a fraction of the time
previously needed (Wallace et al., 2012). Computer-assisted data abstraction
tools are beginning to be developed and evaluated (Ip et al., 2012). Apply-
ing these advanced computational methods could significantly increase the
efficiency, reduce costs, and at the same time improve the quality of these
products.

Finally, comparative effectiveness review has become a global activity that
is undertaken by numerous government agencies and independent orga-
nizations. Independent efforts by different groups that have similar needs
often lead to unnecessary replications. Thus, global collaboration in evidence
synthesis would be highly desirable to optimize the utilization of valuable
resources. The service provided by the PROSPERO website to prospectively
register systematic reviews is an important step toward that direction. Abstracting data from primary articles is probably the most time consuming and costly aspect of a systematic review. Archiving these tediously and expensively collected data and making them freely available to the global research community could allow other groups to reuse these data to answer additional questions and conduct future updates. The Systematic Review Data Repository (SRDR) funded by AHRQ that went into operation in 2012 is one such tool (Ip et al., 2012).
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ABSTRACT  Meta-analysis is now established in comparative effectiveness research as a valid statistical tool, useful for synthesizing evidence from studies that compare two treatments for the same condition. For the majority of diseases, however, more than two treatments are available and trials might compare different subsets of them. When this is the case, a simple, pairwise meta-analysis cannot provide a definite answer to decision makers as to which intervention is associated with the largest benefit for patients with the target condition. In order to address this very common scenario, a statistical tool has been developed called network meta-analysis (NMA). NMA can be used to jointly analyze the totality of evidence in order to provide estimates for all relative treatment effects, to compare treatments that have never been compared head-to-head, and to obtain a ranking of all competing interventions in order to further facilitate the decision-making process. In this chapter, we introduce the basic concepts and discuss the underlying assumptions of NMA. We present alternative methods for fitting models and for assessing the validity of the underlying assumptions. We especially focus on the various statistical methods that can be applied for checking the consistency of the evidence, a key aspect of NMA. We provide worked examples in order to illustrate all methods presented in the chapter. Finally, we discuss various graphical and tabular options for presenting the results.

11.1 Introduction

Evidence-based practices are crucial in developing and maintaining high-quality medical care. The Institute of Medicine in the United States set a goal that, by the year 2020, 90% of clinical decisions will be evidence-based (Institute of Medicine (US) Roundtable on Evidence-Based Medicine, 2009). The necessity for evidence-based practices calls for comparative effectiveness research (CER) to inform healthcare decisions by providing evidence on the effectiveness, benefits, and harms of available treatment options. An integral part of CER is the quantitative synthesis of the available evidence via meta-analysis. International and national health-care institutions (e.g., World Health Organization [WHO], and National Institute for Health and Clinical Excellence [NICE] in the United Kingdom) often utilize meta-analyses to inform clinical practice. As there is a plethora of interventions available for any clinical condition, traditional meta-analysis that compares two interventions at a time cannot adequately answer important clinical questions: which of the multiple available treatments work best, for which patients, under
what circumstances, and which treatments are associated with the optimal balance between benefits and harms.

For many health conditions, there is a large number of competing interventions compared in randomized control trials (RCT) that form a connected network of evidence where information flows directly, indirectly, or both across the available treatment comparisons. Such a body of evidence can be synthesized via network meta-analysis (NMA) (Higgins and Whitehead, 1996; Lu and Ades, 2004; Caldwell et al., 2005; Salanti et al., 2008). The benefits of NMA include estimating the comparative effectiveness of two interventions that have not been compared directly in any of the trials, obtaining more precise and powerful estimates and providing a ranking of treatments. NMA is now an established method in the evidence-based medicine literature and is increasingly used to assess comparative effectiveness of healthcare interventions (Bafeta et al., 2013; Lee, 2014; Nikolakopoulou et al., 2014). This growth has led international organizations to provide guidelines for the appropriate conduct of NMA (e.g., the Decision Support Unit of NICE provides extensive guidance on performing an NMA [2013], the International Society for Pharmacoeconomics and Outcomes Research [ISPOR] has established the Indirect Treatment Comparison Good Research Practices Task force [Hoaglin et al., 2011; Jansen et al., 2011] and the Cochrane Collaboration the “Comparing Multiple Interventions Group” to promote relevant methodology, http://cmimg.cochrane.org/).

The aim of this chapter is to present the current state of the art of NMA. In Section 11.2, we present the datasets used to illustrate the various aspects of the model. Section 11.3 epitomizes the basic concepts and main assumptions underlying NMA and sets the notation that is followed in the rest of the chapter. Section 11.4 presents a synopsis of the modeling techniques that have been developed to fit NMA and Section 11.5 reviews the methods used to evaluate statistically the basic assumption of an NMA model. We review several approaches used to communicate results in Section 11.6. We conclude with a discussion in Section 11.7.

Section III of this volume addresses a number of systematic review and meta-analysis topics in CER. The interested reader is also directed to the first chapter in the section (Chapter 10) for a general background on systematic reviews and basic meta-analysis. As an alternative to this chapter on NMA, Chapter 12 presents a Bayesian approach to NMA with multiple outcomes. Chapter 7 discusses cross-design synthesis in which multiple data sources are combined to address CER decisions.

11.2 Datasets

We use two published datasets to exemplify the presented methods and elucidate the various aspects of NMA. The first example is a
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network that includes 20 trials evaluating four treatments for heavy men-
strual bleeding (Middleton et al., 2010): hysterectomy (which we code as HY), first-generation hysteroscopic and second-generation nonhysteroscopic techniques for endometrial destruction (treatments FGED and SGED, respectively), and the levonorgestrel-releasing intrauterine system Mirena (treatment MI). Each study in this network compares two treatments (two-arm studies). The primary outcome is patient dissatisfaction at 12 months mea-
sured as the number of dissatisfied patients out of completers in each study arm. The relative effectiveness is measured by the logarithm of the odds ratio (log OR) along with its 95% confidence interval (CI). Data for this network are shown in Table 11A.1 in Appendix 11A.1. There are 5 stud-
ies comparing FGED to HY, 11 studies comparing FGED to SG, 1 study comparing FGED to MI, and 3 studies comparing SGED to MI. There are no studies directly performing the MI vs. HY or the SGED vs. HY comparisons.

The second example is a network that consists of 24 studies comparing four antiplatelet regimens and placebo (coded as PL) for the prevention of serious vascular events after transient ischemic attack or stroke (Thijs et al., 2008). The competing antiplatelet regimens are aspirin (coded as A), the combination of aspirin and dipyridamole (treatment A+DP), thienopyridines (treatment TH), and thienopyridines plus aspirin (coded as TH+A). Eight studies compare PL to A, two studies TH+A to TH, three studies A to A+DP, and four studies A to TH. Each of the comparisons PL vs. A+DP, PL vs. TH, TH+A vs. A, and A+DP vs. TH is evaluated in only one study. There are three additional three-arm studies comparing PL, A+DP, and TH. The data for this network are presented in Table 11A.2 in Appendix 11A.1. Note that there is one study (ID 24) in the dataset with zero events in both arms; this study has been excluded from all analyses and consequently the comparison TH vs. A+DP is not informed directly.

The network graphs for these two datasets are depicted in Figure 11.1. The nodes represent the competing treatments and the edges represent the avail-
able direct comparisons. The absence of an edge between two treatments (e.g., between HY and SGED) means that the corresponding comparison was not performed in any of the studies. The thickness of each edge is propor-
tional to the number of the studies in the corresponding comparison. The size of each node corresponds to the total number of patients randomized to the treatment.

11.3 Basic Concepts and Assumptions Underlying NMA

Key concepts in NMA are the indirect estimation of effects and the synthesis of direct and indirect evidence. We may obtain an indirect estimate for the
relative effects between two interventions by pooling studies that compare each intervention to a common comparator. Suppose that we have three interventions A, B, and C and that there are studies directly comparing A vs. B and A vs. C. We can get an indirect estimate for the relative effects of B vs. C because both treatments are compared to A (Bucher et al., 1997). This is particularly useful if B and C are not compared directly in any of the studies since it allows us to infer indirectly for their relative effect. In the heavy menstrual bleeding example, we may get an indirect estimate for the relative effectiveness of hysterectomy versus second-generation nonhysteroscopic techniques although there are no studies directly comparing this pair of interventions (see Figure 11.1a). Even when there is direct evidence, synthesizing direct and indirect information via NMA, we get a “mixed” estimate that increases power and precision because more data are being used. In complex networks consisting of many treatments, indirect evidence can be obtained through many different paths and not necessarily via a single common comparator. All these paths are synthesized along with the direct evidence to produce the mixed estimate.

There is controversy around the validity of indirect evidence and its importance when direct evidence is available. Within an RCT, patients are randomized to each of the treatment arms. However, as treatments are not randomized across studies, indirect comparison provides observational evidence and might therefore be subject to bias and confounding (Caldwell et al., 2005). The NICE Decision Support Unit (2013) and the Cochrane Handbook (Higgins and Green, 2013) express a preference for direct evidence, highlighting the observational nature of indirect evidence, and encourage the use of indirect evidence as a supplemental analysis. However, the gain in precision
by using indirect evidence may be substantial (Cooper et al., 2011), while indirect evidence can be occasionally less biased than direct evidence (Song et al., 2012). This will be the case, for example, when placebo-controlled trials of a new treatment are biased to the same extent as placebo-controlled trials of an older treatment (e.g., due to sponsorship bias). In this case, when computing the indirect comparison of new versus older treatment, the two biases will cancel out and the corresponding estimate will be unbiased, while there might still be bias in studies directly comparing these two treatments (Song et al., 2008).

Suppose that A is the reference treatment (e.g., placebo) and there are two new active interventions B and C. New treatments are commonly compared to placebo for regulatory purposes. However, placebo-controlled studies are not directly relevant to decision making, as policy makers are often interested in the direct comparison of active agents (Sutton and Higgins, 2008). In the menstrual bleeding example, there is only one study comparing first-generation hysteroscopic techniques to Mirena and the uncertainty is large using only direct evidence ($OR = 0.35$ with a 95% CI ranging from 0.06 to 1.95).

NMA, as any statistical model, is built on assumptions. The key assumption in NMA is that of similarity (Song et al., 2003) or transitivity (Salanti, 2012), implying that there are no differences in the distribution of the effect modifiers across treatment comparisons. This assumption can be tested statistically but also conceptually and epidemiologically (Salanti, 2012). In practice, the transitivity assumption can be evaluated by comparing the distribution of the potential effect modifiers across the different sets of studies grouped by comparison (Jansen and Naci, 2013). Suppose that the A vs. B studies involve younger patients than the A vs. C studies. If age is an effect modifier, the two types of studies will provide an invalid indirect comparison for B vs. C due to confounding by age. Another example where the transitivity assumption is doubtful is when the common comparator, say A, differs systematically between A vs. B and A vs. C trials. Treatment A may be given in different doses or in different modalities. When comparing different fluoride treatments for the prevention of dental caries, an indirect estimate between fluoride toothpaste and fluoride rinse via placebo may not hold because placebo modality differs between the two comparisons (Salanti et al., 2009). A thorough review of the transitivity assumption and examples where it might be violated are given elsewhere (Salanti, 2012; Donegan et al., 2013). The statistical manifestation of transitivity is called consistency. Consistency states that direct and indirect evidence are in agreement and can be evaluated statistically by comparing the two sources of evidence (direct and indirect). A network can be checked for consistency only when it includes closed loops, that is, only in the presence of polygons in the network graph. In Section 11.5, we discuss in depth various alternative methods for assessing the consistency of a network.
11.4 Models for NMA and Fitting Options

Several modeling strategies have been suggested to fit NMA models. All approaches described in this section are equivalent and their choice usually depends on the availability of suitable software routines and the technical expertise of the researchers. Different approaches may lead to slightly different estimates: for example, fitting an NMA model in a frequentist setting may give somewhat different results than fitting the model following a Bayesian approach (see Chapter 12). These small differences, however, should not be seen as a limitation of the model nor should they deter decision makers from using the results of an NMA.

We discuss the available software options for fitting each method in Appendix 11B.1.

11.4.1 Notation and Setup of the Model

Let us consider a network comprising $N$ studies that involve $T$ different treatments and let us assume that $t_i$ treatments are compared in study $i$. NMA synthesizes all available data to estimate simultaneously any relative treatment effect (e.g., odds ratios and mean differences) for each pair of the $T$ treatments.

11.4.1.1 Parameters Denoting Relative Treatment Effects

Let us denote with $\mu_{CB}$ the parameter underlying the true relative treatment effect of C vs. B; that is, the effect of treatment C minus the effect of treatment B. The assumption of consistency in the network implies that

$$\mu_{CB} = \mu_{CA} - \mu_{BA} \quad (11.1)$$

Equation 11.1 suggests that not all relative effects need to be estimated from the data. Consider a vector of dimension $T - 1$ that includes the true effects of all treatments relative to a (randomly selected) reference treatment A, $\mu = (\mu_{BA}, \mu_{CA}, \ldots, \mu_{TA})'$. This vector includes only a subset of pairwise relative effects, usually called “basic parameters” or “basic contrasts.” For brevity, we denote the vector of basic parameters as $\mu = (\mu_B, \mu_C, \ldots, \mu_T)'$. Equation 11.1 suggests that all possible treatment comparisons can be written as linear functions of elements in $\mu$. Note that the choice of basic parameters is arbitrary; different sets of $T - 1$ parameters can be used as long as the elements of $\mu$ are independent and every treatment in the network is included in at least one basic contrast.
11.4.1.2 Data Reported in Studies

The parameters \( \mu = (\mu_B, \mu_C, \ldots, \mu_T)' \) can be estimated from the study data. A study with \( t_i \) arms estimates a total of \( \binom{t_i}{2} \) relative treatment effects. However, \( t_i - 1 \) (observed) treatment effects suffice to express all \( \binom{t_i}{2} \) estimates because the consistency Equation 11.1 holds by definition within a trial. Therefore, from a study with \( t_i \) arms, we need to estimate \( t_i - 1 \) study-specific treatment effects that we include in a vector denoted by \( y_i \) and a \( (t_i - 1) \times (t_i - 1) \) variance–covariance matrix \( S_i \) between the elements of \( y_i \). These observed treatment effects estimate some of the parameters in \( \mu \) or their linear combinations. We assume that within-study variances and covariances are adequately estimated by their sample counterparts. If \( t_i = 2 \forall i \), then each study provides information about a single effect size \( y_i \) and its variance \( s_i^2 \).

The stacked vector \( y = (y_1, y_2, \ldots, y_N)' \) comprises the \( y_i \) vectors \((i = 1, \ldots, N)\) of the effect sizes reported in the \( N \) trials and has length \( \sum_{i=1}^{N} (t_i - 1) \). The random error terms associated with within-study variation in treatment effects are denoted by \( \varepsilon = (\varepsilon_1, \varepsilon_2, \ldots, \varepsilon_N)' \) and are assumed to follow a multivariate normal distribution with zero means and a block-diagonal covariance matrix with \( S_i \) in the diagonal, \( \varepsilon_i \sim N(0, \text{diag}(S_i)) \). For a two-arm study \( i \), only one \( y_i \) and the corresponding \( \varepsilon_i \) are relevant. For a three-arm study \( i \) comparing treatments A, B, and C, the corresponding vector of effect sizes is \( y_i = (y_{iBA}, y_{iCA})' \) and the vector of error terms is \( y_i = (\varepsilon_{iBA}, \varepsilon_{iCA})' \). The within-study variance–covariance matrix is

\[
S_i = \begin{pmatrix}
s_{iBA}^2 & \text{cov}(y_{iBA}, y_{iCA}) \\
\text{cov}(y_{iBA}, y_{iCA}) & s_{iCA}^2
\end{pmatrix}
\]

There are formulae available for estimating the sample covariance between various effect size measures (e.g., log odds ratio and mean difference) (Higgins and Whitehead, 1996; Franchini et al., 2012).

11.4.1.3 Random Effects Meta-Analysis and Heterogeneity

The vector of data \( y \) is used to estimate the parameters in \( \mu \). In the estimation, the random errors \( \varepsilon \) need to be taken into account. In addition, variation in treatment effects due to differences in study-level characteristics can be accounted for. More specifically, in a meta-analysis model, we assume that either there is only random variation within studies (fixed effects) or that there is random variation in the treatment effects both within and across studies (random effects). For the random effects model, the vector of parameters associated with variation in treatment effects across studies is \( \delta = (\delta_1, \delta_2, \ldots, \delta_N)' \). It is assumed to be normally distributed with zero means and a block-diagonal variance–covariance matrix with the study-specific
matrices $\Delta_i$ in its diagonal, $\Delta = \text{diag}(\Delta_i)$. Between-study variance (heterogeneity) refers to deviations of the study-specific underlying treatment effects from their mean value due to unobserved patient or trial characteristics and is known as heterogeneity. The extent of heterogeneity is crucial for a meta-analysis, pairwise or NMA; large values will lead to difficulties in interpreting results and may even prohibit data synthesis.

Accurate estimation of the heterogeneity variance requires a moderate to large number of studies. In cases of few studies available, accounting for heterogeneity might prove challenging and further assumptions might be needed. For further discussion of heterogeneity in pairwise meta-analysis, see Chapter 10. Chapter 8 discusses heterogeneity of treatment effects and its relevance to CER.

In this chapter, the heterogeneity corresponding to a comparison B vs. A is denoted by $\tau_{2AB}^2$. A commonly employed and convenient assumption is that of equal heterogeneities across treatment comparisons, $\tau_{2XY}^2 = \tau^2$ for any treatments $X$ and $Y$ (Higgins and Whitehead, 1996). This assumption is made because there are usually few available studies per treatment comparison. In the simple case where there are only two-arm studies and we assume the same heterogeneity across treatment comparisons, we may write $\Delta = \text{diag}(\tau^2)$.

For a three-arm study $i$ comparing A vs. B vs. C, $\delta_i = (\delta_{iBA}, \delta_{iCA})'$ and if we assume the same heterogeneity across different comparisons, the study-specific heterogeneity variance–covariance matrix takes the following form:

$$\Delta_i = \begin{pmatrix} \tau^2 & \tau^2/2 \\ \tau^2/2 & \tau^2 \end{pmatrix}$$

The off-diagonal elements in this matrix are shown to be equal to $\tau^2/2$ after using the consistency Equation 11.1 at the random effects level (Higgins and Whitehead, 1996).

Note that the equal heterogeneities assumption might be considered a strong assumption that may not always be realistic. Lu and Ades suggested that the consistency equations impose restrictions on heterogeneities, so that they cannot be completely independent (Lu and Ades, 2009). More specifically, heterogeneity for a comparison C vs. B is bounded by the heterogeneities of the basic parameters: $|\tau_{2CA}^2 - \tau_{2BA}^2| \leq \tau_{2CB}^2 \leq |\tau_{2CA}^2 + \tau_{2BA}^2|$. Accounting for these constraints requires further re-parameterization of the between-studies variance–covariance matrix, which makes the approach rather cumbersome.

### 11.4.2 Network Meta-Analysis as a Meta-Regression Model

This approach, first presented by Lumley (2002), treats the different treatment comparisons as covariates in a meta-regression model. Lumley considered this approach for networks including only two-arm trials but an extension to
incorporate multiarm trials is straightforward. The model is described by the following equation:

\[ y = X\mu + \varepsilon + \delta \]  

(11.3)

where \( X \) is a design matrix of \( \sum_{i=1}^{N} (t_i - 1) \) rows and \( T - 1 \) columns. Each study contributes \( t_i - 1 \) rows in the design matrix \( X \) and each column corresponds to one of the \( T - 1 \) basic parameters. If the treatment comparison in study \( i \) is one of the basic contrasts (e.g., BA), the element in the corresponding row assumes value 1 (in the column that corresponds to BA) and all other elements assume a zero value. If a study comparison is not one of the basic contrasts (e.g., CB), all entries in the corresponding row are zero with the exception of the columns that compare each of the two treatments with the reference treatment (CA and BA). In this case, we embed the consistency Equation 11.1 in the design matrix by assigning values \(-1\) and \(1\) to the columns BA and CA, respectively.

The basic parameters are then estimated as \( \hat{\mu} = (X^T W X)^{-1} X^T W y \). The variance–covariance matrix of the estimates is given by \( \text{var}(\hat{\mu}) = (X^T W X)^{-1} \), where \( W \) is the weight matrix, with \( W = (S + \Delta)^{-1} \). There are various alternative ways to estimate \( \Delta \), including likelihood methods (maximum likelihood or restricted maximum likelihood) or the method of moments (Berkey et al., 1998; van Houwelingen et al., 2002; Jackson et al., 2010).

Lu et al. (2011) suggested that NMA can be performed as a linear model using a two-stage approach. In the first step, we perform a traditional meta-analysis of each pair of interventions that has been compared in at least one study. Let us denote with \( \hat{\mu}_{\text{dir}} \) the vector that contains all estimates of direct treatment effects. These pairwise direct estimates are used as the dependent variable in a meta-regression model at the second stage of the analysis:

\[ \hat{\mu}_{\text{dir}} = Z\mu + \varepsilon^* + \delta^* \]  

(11.4)

where \( Z \) is a design matrix that describes the set of treatments compared in each observed pairwise direct summary estimate in \( \hat{\mu}_{\text{dir}} \) and \( \varepsilon^*, \delta^* \) are the random effects and random errors, respectively, with the star super index used to differentiate them from the corresponding quantities in Equation 11.3.

Rucker showed how to apply graph-theoretical methods, commonly used in analyzing electrical networks, to perform a fixed-effects NMA (Rucker, 2012). A common problem with multiarm trials in random effects models is the modeling of the between-studies variance–covariance matrix. Recently, a package in R (R Core Team, 2014) (netmeta) became available that extends the framework of graph-theoretical methods to random effects NMA (Rucker et al., 2016). The idea is to extract from the multiarm studies in the network all possible pairwise comparisons and then adjust their variances in such a way that allows treating the elements of \( y_i \) as if they were independent.
EXAMPLE 11.1: WORKED EXAMPLE—ANALYSIS OF THE HEAVY MENSTRUAL BLEEDING NETWORK USING META-REGRESSION

We use the heavy menstrual bleeding network to illustrate how NMA can be expressed as a meta-regression model.

We start by constructing the rows of the design matrix $X$ (each row corresponds to a study). All 20 studies have two arms so the design matrix has 20 rows and 3 columns. We take hysterectomy (HY) to be the reference treatment and the basic contrasts are FGED vs. HY, SGED vs. HY, and MI vs. HY. In Table 11.1, we present 4 of the 20 studies of the network and we conventionally name them Study 1 through 4 in order to exemplify the way of identifying the entries in the design matrix.

The model in Equation 11.3 for these four studies would be written as follows:

$$
\begin{pmatrix}
  y_1 \\
  y_2 \\
  y_3 \\
  y_4 \\
  \vdots
\end{pmatrix} =
\begin{pmatrix}
  1 & 0 & 0 \\
  1 & -1 & 0 \\
  1 & 0 & -1 \\
  0 & -1 & 1 \\
  \vdots & \vdots & \vdots
\end{pmatrix}
\begin{pmatrix}
  \mu_{\text{FGED vs HY}} \\
  \mu_{\text{SGED vs HY}} \\
  \mu_{\text{MI vs HY}} \\
  \dagger
\end{pmatrix} +
\begin{pmatrix}
  \varepsilon_1 \\
  \varepsilon_2 \\
  \varepsilon_3 \\
  \varepsilon_4 \\
  \vdagger
\end{pmatrix} +
\begin{pmatrix}
  \delta_1 \\
  \delta_2 \\
  \delta_3 \\
  \delta_4 \\
  \vdagger
\end{pmatrix}
$$

We model the rest of the studies in the same way and we obtain the summary estimates for the basic contrasts $\hat{\mu} = (\hat{\mu}_{\text{FGED vs HY}}, \hat{\mu}_{\text{SGED vs HY}}, \hat{\mu}_{\text{MI vs HY}})$ and the common between-study variance $\hat{\tau}^2$.

The NMA estimates for all treatment comparisons are presented in Table 11.2. The model was fit using the `metareg` command in Stata (StataCorp, 2013) and $\Delta$ was estimated using restricted maximum likelihood (Raudenbush and Bryk, 1985). The standard `metareg` output gives the estimates for the basic parameters and their standard errors. The estimates for all other relative treatment effects are derived from the consistency equations (can be obtained in Stata using the `lincom` command). The NMA model suggests there is no statistical heterogeneity in the network ($\hat{\tau}^2 = 0$).

**TABLE 11.1**

Example from Four Studies in the Heavy Menstrual Bleeding Network

<table>
<thead>
<tr>
<th>Study</th>
<th>Comparison</th>
<th>Design Matrix Columns (Basic Parameters)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FGED vs. HY</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>FGED vs. SGED</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>FGED vs. MI</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>MI vs. SGED</td>
<td>0</td>
</tr>
<tr>
<td>...</td>
<td>...</td>
<td>...</td>
</tr>
</tbody>
</table>
TABLE 11.2
League Table for the Heavy Menstrual Bleeding Network

<table>
<thead>
<tr>
<th></th>
<th>HY</th>
<th>FGED</th>
<th>SGED</th>
<th>MI</th>
</tr>
</thead>
<tbody>
<tr>
<td>HY</td>
<td>2.61 (1.55, 4.42)</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>2.61 (1.49, 4.60)</td>
<td>FGED</td>
<td>0.82 (0.60, 1.12)</td>
<td>2.85 (0.51, 15.79)</td>
<td></td>
</tr>
<tr>
<td>2.23 (1.16, 4.26)</td>
<td>0.85 (0.61, 1.18)</td>
<td>SGED</td>
<td>0.74 (0.25, 2.25)</td>
<td></td>
</tr>
<tr>
<td>2.31 (0.88, 6.09)</td>
<td>0.89 (0.40, 1.94)</td>
<td>1.04</td>
<td>MI (0.50, 2.18)</td>
<td></td>
</tr>
</tbody>
</table>

Note: Diagonal cells contain the names of the four competing treatments. Off-diagonal cells in the lower triangle report the network summary odds of the treatment in the row versus the treatment in the column. Values in the upper triangle report the respective direct summary odds ratios (column vs. row), corresponding to a random effects pairwise meta-analysis. For example, the direct odds ratio estimate for SGED vs. FGED is 0.82 while the network summary is 0.85.

NMA allows us to compare treatments that were not directly compared in any of the studies (e.g., SGED vs. HY and MI vs. HY). All NMA estimates are comparable with the ones obtained from the simple pairwise meta-analysis of direct studies with the exception of the MI vs. FGED comparison. This was reported in just one (relatively small) study, leading to a wide confidence interval for the odds ratio. Using NMA, we achieve a significant increase in precision for this comparison by exploiting the indirect evidence in the network.

11.4.3 Network Meta-Analysis as a Hierarchical Model

Hierarchical models offer increased flexibility in NMA modeling. For two-arm studies, we assume

$$y_i \sim N(\theta_i, s_i^2)$$

(11.5)

Note that the normality assumption is plausible even for skewed distributed outcomes due to the central limit theorem, when the study sizes are not too small (Dias et al., 2013).

The underlying study-specific treatment effects for each comparison can be assumed to be either fixed and equal to the common summary effect, $$\theta_i = \mu_{BA}$$ for a study comparing A to B (fixed-effect model), or coming from a common distribution (conventionally a normal distribution, though other distributions have been suggested [Lee and Thompson, 2008])

$$\theta_i \sim N(\mu_{BA}, \tau_{BA}^2)$$

(11.6)

Equation 11.5 can be alternatively written as $$y_i = \mu_{BA} + \varepsilon_i + \delta_i$$, with $$\varepsilon_i \sim N(0, s_{iBA}^2)$$ and $$\delta_i \sim N(0, \tau_{BA}^2)$$. For a three-arm trial comparing A vs. B vs. C, we model $$y_i \sim N(\theta_i, S_i)$$, where $$y_i = (y_{iBA}, y_{iCA})'$$ and $$\theta_i = (\theta_{iBA}, \theta_{iCA})'$$. Then we assume $$\theta_i \sim N((\mu_{BA}, \mu_{CA})', \Delta_i)$$. Studies with more treatment arms are treated similarly.
For studies not including the reference treatment, the consistency equa-
tions must be used. For a C vs. B study, for example, Equation 11.6 would be
written as \( \theta_i \sim N(\mu_{CA} - \mu_{BA}, \tau_{CB}^2) \).

It is possible to use the exact likelihood of the data, if arm-level data are
available. Dias et al. (2013) describe a generalized linear model framework
that can be used for various kinds of data and different choices of the like-
lihood. The likelihood is defined in terms of (unknown) parameters \( \gamma \) and
a link function \( g \) that maps these parameters to the \((-\infty, +\infty)\) range. For a
two-arm B vs. A study, for example, the model is written as
\[
g(Y_{iA}) = u_i \\
g(Y_{iB}) = u_i + \theta_{iBA}
\]
The link function \( g \) can be the logit (for dichotomous data following a
binomial likelihood), the identity function (for continuous data following a
normal likelihood), and so on. The rest of the model is similar to the previous
model for study-level data omitting Equation 11.6 onwards.

For example, if the outcome is dichotomous and we assume a binomial
likelihood for the number of events in each arm, we have
\[
\begin{align*}
  r_{it} &\sim \text{Binomial}(p_{it}, n_{it}) \\
  \logit(p_{iA}) &= u_i \\
  \logit(p_{iB}) &= u_i + \theta_{iBA}
\end{align*}
\]  (11.7)

In this formula, \( n_{it} \) is the total number of patients in the \( t \) arm of study \( i \) and
\( p_{it} \) is the probability of an event in this arm (to be identified with the
\( \gamma \) parameter). Then, to derive the study-specific underlying treatment effects
\( \theta_{iBA} \) (log odds ratio of treatment B over A), we use the logit link function
\[
\begin{align*}
  \logit(p_{iA}) &= u_i \\
  \logit(p_{iB}) &= u_i + \theta_{iBA}
\end{align*}
\]  (11.8)

For a comprehensive review of likelihood distributions for different types
of data (continuous, rates, etc.) and alternative link functions, we refer the
reader to Dias et al. (2013).

**EXAMPLE 11.2: WORKED EXAMPLE—ANALYSIS OF THE SERIOUS
VASCULAR EVENTS NETWORK USING A
HIERARCHICAL MODEL**

The data for this network are presented in Table 11A.2 in Appendix 11A.1.
Since the outcome is dichotomous and arm-level data are available, we
can use Equations 11.7 and 11.8. We fit the model in a Bayesian software
(WinBUGS [Lunn et al., 2000, 2009]) using the code provided online at

We employ a normal prior distribution truncated on \((0, +\infty)\) for \( \tau \), the
heterogeneity standard deviation, and noninformative normal prior distri-
butions with zero mean and large variance for the basic parameters,
\( N(0, 10^3) \).
TABLE 11.3
League Table for the Network of Serious Vascular Events

| Placebo  | 0.86 (0.78, 0.96) | 0.77 (0.58, 1.03) | 0.65 (0.57, 0.76) | –        |
| 0.85 (0.77, 0.93) | 0.94 (0.85, 1.04) | 0.79 (0.70, 0.90) | 0.83 (0.67, 1.03) | –        |
| 0.79 (0.69, 0.91) | 0.93 (0.83, 1.04) | –                  | 0.97 (0.84, 1.10) | 0.79 (0.69, 0.91) | 0.93 (0.83, 1.04) |
| 0.67 (0.58, 0.75) | 0.78 (0.70, 0.88) | 0.83 (0.72, 0.99) | Aspirin and dipyridamole | – |
| 0.73 (0.61, 0.87) | 0.85 (0.73, 1.00) | 0.92 (0.80, 1.06) | 1.09 (0.91, 1.33) | Thienopyridines and aspirin |

Note: Diagonal cells contain the names of the four competing treatments. Off-diagonal cells in the lower triangle report the network summary odds of the treatment in the row versus the treatment in the column along with their 95% credible intervals. Values in the upper triangle report the respective direct summary odds ratios (column vs. row).

The network estimates for the relative treatment effects in terms of odds ratios are presented in Table 11.3 along with the respective direct estimates. The heterogeneity standard deviation was estimated to be 0.04 (credible interval 0.00–0.13).

Although the point estimates are similar between the results of network and pairwise meta-analysis, the network estimates are more precise for most of the comparisons. This can be seen by comparing the upper and lower triangles of Table 11.3.

11.4.4 Network Meta-Analysis as a Multivariate Meta-Analysis Model

White et al. (2012) suggested treating the different comparisons as different outcomes and employing standard multiple outcomes (multivariate meta-analysis) techniques to fit the model (Jackson et al., 2011; Mavridis and Salanti, 2013). The \( T - 1 \) vector of basic parameters \( \mu \) represents all the available “outcomes.” If there are studies that do not include the reference treatment, a data augmentation technique is used to “impute” minimal information to the reference arm. This reflects the consistency assumption, which implies that the missing arm is “missing at random” and all comparisons in the network can be expressed via the basic contrasts. In this way, we ensure that each study reports at least one basic parameter. The model can be written as a multivariate meta-analysis model:

\[
y = X^* \mu + \varepsilon + \delta
\]  
(11.9)

where the design matrix \( X^* \) refers now to the treatments being compared in each study. Note that the \( y \) vector in this equation has a different dimension than the \( y \) in Equation 11.3. This also holds for the random errors and random effects vectors.
EXAMPLE 11.3: WORKED EXAMPLE—NMA OF THE SERIOUS VASCULAR EVENTS NETWORK USING MULTIVARIATE META-ANALYSIS

The network includes five treatments and hence four basic parameters are necessary for the analysis. Choosing placebo (PL) as the reference, the basic parameters are $\mu_{TH + \text{AbsPL}}, \mu_{A + \text{DPsPL}}, \mu_{\text{AbsPL}},$ and $\mu_{\text{THvsPL}}$. For studies including the reference treatment, the log odds ratios corresponding to the basic parameters can be readily estimated. For the studies that do not include placebo, we impute a placebo arm giving it minimal information as described below.

Consider the first two trials presented in Table 11.4. Trial 1 compares treatments PL, A, and A+DP. Thus, the observed log odds ratios $y_{1\text{AbsPL}}$ and $y_{1\text{A+DPsPL}}$ with their standard errors and their covariance are the required information from this study.

Trial 2 compares treatments A and TH+A and we need to impute a reference placebo arm PL. It has been recommended to impute 0.001 for the number of events and 0.01 for the total number of randomized patients (White et al., 2012); however, smaller values can be imputed as well. Consequently, two pairwise log odds ratios $y_{2\text{AbsPL}}$ and $y_{2\text{TH+AbsPL}}$ with their standard errors and their covariance can be estimated as shown in Table 11.4. In the model for the subset of these two studies, we identify

$$y = (y_{1\text{AbsPL}}, y_{1\text{A+DPsPL}}, y_{2\text{AbsPL}}, y_{2\text{TH+AbsPL}}, \ldots)'$$

$$\mu = (\mu_{TH + \text{AbsPL}}, \mu_{\text{AbsPL}}, \mu_{A + \text{DPsPL}}, \mu_{\text{THvsPL}})'$$

$$\varepsilon = (\varepsilon_{1\text{AbsPL}}, \varepsilon_{1\text{A+DPsPL}}, \varepsilon_{2\text{AbsPL}}, \varepsilon_{2\text{TH+AbsPL}}, \ldots)'$$

$$\delta = (\delta_{1\text{AbsPL}}, \delta_{1\text{A+DPsPL}}, \delta_{2\text{AbsPL}}, \delta_{2\text{TH+AbsPL}}, \ldots)'$$

$$X^* = \begin{pmatrix} 0 & 1 & 0 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 1 & 0 & 0 \\ 1 & 0 & 0 & 0 \\ \vdots & \vdots & \vdots & \vdots \end{pmatrix}$$

TABLE 11.4

<table>
<thead>
<tr>
<th>Study Number</th>
<th>Number of Arms</th>
<th>Treatments</th>
<th>Data in Each Trial</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>Reported: PL, A, A+DP No imputation needed</td>
<td>$y_{1\text{AbsPL}}, s_{1\text{AbsPL}}^2, y_{1\text{A+DPsPL}}, s_{1\text{A+DPsPL}}^2, \text{cov}(y_{1\text{AbsPL}}, y_{1\text{A+DPsPL}})$</td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>Reported: A, TH+A A placebo arm needs to be imputed</td>
<td>$y_{2\text{AbsPL}}, s_{2\text{AbsPL}}^2, y_{2\text{TH+AbsPL}}, s_{2\text{TH+AbsPL}}^2, \text{cov}(y_{2\text{AbsPL}}, y_{2\text{TH+AbsPL}})$</td>
</tr>
</tbody>
</table>
The random errors are assumed to follow a (multivariate) normal distribution:

\[ \mathbf{\varepsilon} \sim N \left( \mathbf{0}, \begin{pmatrix} \mathbf{S}_1 & \mathbf{0} & \cdots \\ \mathbf{0} & \mathbf{S}_2 & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix} \right) \]

with

\[ \mathbf{S}_1 = \begin{pmatrix} s_{1AvsPL}^2 & \text{cov}(y_{1AvsPL}, y_{1A+DPvsPL}) \\ \text{cov}(y_{1AvsPL}, y_{1A+DPvsPL}) & s_{1A+DPvsPL}^2 \end{pmatrix} \]

and similarly for \( \mathbf{S}_2 \), and so on.

If equal heterogeneities are assumed, the random effects are distributed as

\[ \mathbf{\delta} \sim N \left( \mathbf{0}, \begin{pmatrix} \Delta_1 & 0 & \cdots \\ 0 & \Delta_2 & \cdots \\ \vdots & \vdots & \ddots \end{pmatrix} \right) \]

where \( \Delta_1 \) and \( \Delta_2 \) are defined by Equation 11.2.

<table>
<thead>
<tr>
<th>Treatment effect</th>
<th>OR (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>A vs. PL</td>
<td>0.85 (0.78,0.93)</td>
</tr>
<tr>
<td>TH</td>
<td>0.86 (0.78,0.96)</td>
</tr>
<tr>
<td>A+DP</td>
<td>0.79 (0.70,0.89)</td>
</tr>
<tr>
<td>TH+A</td>
<td>0.77 (0.58,1.03)</td>
</tr>
<tr>
<td>TH vs. A</td>
<td>0.66 (0.59,0.74)</td>
</tr>
<tr>
<td>A+DP</td>
<td>0.65 (0.57,0.76)</td>
</tr>
<tr>
<td>TH+A</td>
<td>0.73 (0.63,0.85)</td>
</tr>
<tr>
<td>A+DP vs. TH</td>
<td>0.93 (0.85,1.01)</td>
</tr>
<tr>
<td>TH+A</td>
<td>0.94 (0.85,1.04)</td>
</tr>
<tr>
<td>A+DP vs. TH</td>
<td>0.77 (0.69,0.86)</td>
</tr>
<tr>
<td>TH+A</td>
<td>0.79 (0.70,0.90)</td>
</tr>
<tr>
<td>TH+A vs. A+DP</td>
<td>0.85 (0.76,0.98)</td>
</tr>
<tr>
<td>TH+A</td>
<td>0.83 (0.67,1.03)</td>
</tr>
</tbody>
</table>

**FIGURE 11.2**  
Forest plot of the summary odds ratios for the serious vascular events network. Thick lines correspond to the network estimates (derived from the multivariate meta-analysis approach) while dashed lines to the direct summary estimates. The horizontal lines are the respective 95% CI.
After fitting the model in Stata using the `mvmeta` command (White, 2011), we obtain the estimates for the odds ratios presented in Figure 11.2. The heterogeneity variance was estimated using restricted maximum likelihood to be almost zero ($10^{-8}$), whereas the hierarchical model gave a slightly larger estimate. Comparing the NMA results in Figure 11.2 to the corresponding (network) estimates of Table 11.3, we see that the two approaches gave similar point estimates of relative effects. The credible intervals of the hierarchical model, though, are somewhat wider than the respective confidence intervals from the multivariate approach. This occurs because the latter approach ignores uncertainty in the estimation of heterogeneity.

11.5 Methods to Evaluate Statistically the Inconsistency in a Network

The assumption of consistency in the network (e.g., that all pieces of evidence are in agreement) underlies the NMA methodology. When the distribution of effect modifiers is not comparable across comparisons, then this might create statistical disagreement between direct and indirect sources of evidence, usually called inconsistency (or incoherence) (Lu and Ades, 2006). In this section, we discuss methods to evaluate the presence and extent of inconsistency in a network of interventions. Inconsistency can be explored both locally (in a specific loop of evidence) and globally with an omnibus test evaluating the presence of inconsistency in the entire network.

11.5.1 Local Approaches for Inconsistency

11.5.1.1 Loop-Specific Approach

The loop-specific method is a straightforward approach to estimate inconsistency in a closed loop of evidence. Consider a triangular network consisting of treatments A, B, and C, for which there are data available on all pairwise comparisons (A vs. B, A vs. C, and B vs. C). Comparisons may be informed by two-arm and/or multiarm studies. An indirect relative effect $\mu_{CB}^{ind}$ can be estimated via Equation 11.1 as $\hat{\mu}_{CB}^{ind} = \hat{\mu}_{CA}^{dir} - \hat{\mu}_{BA}^{ind}$ with estimated variance $\hat{\nu}_{CB}^{ind} = \hat{\nu}_{CA}^{dir} + \hat{\nu}_{BA}^{ind}$.

Differences between direct and indirect estimates for a specific comparison are called inconsistency factors (Lu and Ades, 2006) and there is only one inconsistency factor per loop. As the direction of inconsistency is of no importance, we estimate the absolute inconsistency factor as

$$\hat{W}_{ABC} = |\hat{\mu}_{CB}^{dir} - \hat{\mu}_{CA}^{ind}| \quad (11.10)$$

It can be shown that the inconsistency factor within a loop is invariant to the comparison used in Equation 11.10 (Lu and Ades, 2006). Thus, $w$ pertains to
the entire loop and not to a specific comparison, hence the $ABC$ subscript. The variance of $\hat{w}_{ABC}$ is

$$\text{var}(\hat{w}_{ABC}) = \hat{v}_{BC}^{\text{dir}} + \hat{v}_{BC}^{\text{ind}}$$

A 95% CI can be obtained as $\hat{W}_{ABC} \pm 1.96\sqrt{\text{var}(\hat{w}_{ABC})}$ and a $z$-test assessing the null hypothesis $w_{ABC} = 0$ (Bucher et al., 1997) is

$$z = \frac{\hat{w}_{ABC}}{\sqrt{\text{var}(\hat{w}_{ABC})}} \sim N(0, 1)$$

This method can be extended to a full network that includes many closed loops (triangular, quadrilateral, etc.), where the consistency assumption is evaluated separately for each independent loop (e.g., loops that include nested loops of lower order do not need to be evaluated).

Despite ease of implementation, this approach has important limitations. Direct evidence on each treatment comparison is not compared to all available indirect information but only to the indirect evidence from a specific loop. Also, some treatment comparisons can be included in more than one loop leading to inconsistency factors being dependent across loops while there are multiple testing issues. The method also fails to account for the correlations induced by multiarm studies. Song et al. (2012) conducted a simulation study and found that this approach has low power to detect inconsistency. This implies that there might be loops with statistically nonsignificant but clinically important inconsistency. Thus, loops with inconsistency factors that are statistically nonsignificant but large in magnitude (depending on the studied clinical condition) should also be considered as potential sources of important inconsistency. Another issue that limits the usefulness of this method—and this also holds for all methods to detect inconsistency—is the trade-off with heterogeneity. Note that different assumptions for heterogeneity may be employed and are likely to affect results; researchers can assume a common heterogeneity parameter for the entire network, a common heterogeneity within each loop but different across loops, or a different heterogeneity for each comparison (Veroniki et al., 2013). The choice between the various approaches might impact substantially on the inference about inconsistency. Veroniki et al. (2013) found empirically that there are between 2% and 9% chances for a loop to be inconsistent in a network, the variability depending primarily on the assumption about heterogeneity.

**EXAMPLE 11.4: WORKED EXAMPLE—INCONSISTENCY OF THE HEAVY MENSTRUAL BLEEDING NETWORK USING THE LOOP-SPECIFIC APPROACH**

The heavy menstrual bleeding network includes only one triangular loop SGED vs. MI vs. FGED (see Figure 11.1). The independent pairwise meta-analyses for the three comparisons in this loop give the direct summary estimates and standard errors presented in Table 11.5.
TABLE 11.5
Pairwise, Random Effect Meta-Analyses for All Available Direct Comparisons in the Menstrual Bleeding Network

<table>
<thead>
<tr>
<th>Comparison</th>
<th>Studies</th>
<th>lnOR</th>
<th>SE(lnOR)</th>
<th>$\tau^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>FGED vs. HY</td>
<td>5</td>
<td>0.96</td>
<td>0.27</td>
<td>0.00</td>
</tr>
<tr>
<td>SGED vs. FGED</td>
<td>11</td>
<td>−0.20</td>
<td>0.16</td>
<td>0.00</td>
</tr>
<tr>
<td>MI vs. FGED</td>
<td>1</td>
<td>1.05</td>
<td>0.87</td>
<td>–</td>
</tr>
<tr>
<td>MI vs. SGED</td>
<td>3</td>
<td>−0.30</td>
<td>0.57</td>
<td>0.50</td>
</tr>
</tbody>
</table>

The indirect estimates for the comparison MI vs. SG are estimated as $\hat{\mu}_{\text{ind MI vs SG}} = \hat{\mu}_{\text{dir MI vs FG}} - \hat{\mu}_{\text{ind SG vs FG}} = 1.25$ with $\hat{\nu}_{\text{ind MI vs SG}} = 0.78$. The inconsistency factor of this loop is the difference between $\hat{\mu}_{\text{dir MI vs SG}}$ and $\hat{\mu}_{\text{ind MI vs SG}}$, with variance $\text{var}(\hat{\nu}_{\text{dir MI vs SG}}) = 1.10$. The 95% CI of $\hat{\nu}_{\text{dir MI vs SG}}$ is $(-0.51, 3.61)$ and the $p$-value of the z-test (for the null hypothesis $\hat{\mu}_{\text{dir MI vs SG}} = \hat{\mu}_{\text{ind MI vs SG}}$) is 0.14. Based on the confidence interval (which includes the zero value) or the $p$-value (larger than 0.05), we would conclude that there might not be important inconsistency in this loop. However, caution is needed when interpreting inconsistency factors due to the limitations of the approach described earlier in this section. Investigators should not solely focus on $p$-values and statistical significance, but should consider whether a ratio of odds ratios, $\exp(\hat{\nu}_{\text{dir MI vs SG}}) = 4.71$, is large enough to suggest important discrepancies between direct and indirect estimates for heavy menstrual bleeding (in the target population). In this example, we used a comparison-specific heterogeneity, as can be seen in Table 11.5. Caution is needed, since using another assumption (e.g., loop-specific $\tau$) might lead to a different inference for the inconsistency factors as it will impact on the precision of their estimation.

11.5.1.2 Composite Test for Inconsistency

Caldwell et al. (2010) suggested a $\chi^2$ composite test for inconsistency. The difference with the loop-specific approach is that it accounts for many indirect estimates of the same comparison. Suppose that the comparison A vs. B is included in $L$ loops that only have the A vs. B comparison in common; these loops provide $L$ indirect estimates for the relative effect A vs. B. For example, in the serious vascular events network (Figure 11.1b) the loops A vs. PL vs. TH and A vs. PL vs. A+DP would give two independent indirect estimates for the comparison A vs. PL.

Generally, the estimated direct summary effect $\hat{\mu}_{\text{dir A vs B}}$ and the $L$ independent summary indirect estimates $\hat{\mu}_{\text{ind 1 A vs B}}, \ldots, \hat{\mu}_{\text{ind L A vs B}}$ can be synthesized in the “mixed”
estimate:

\[
\hat{\mu}_{BA} = \frac{1}{\hat{v}_{BA}} \hat{\mu}_{BA}^{\text{dir}} + \sum_{i=1}^{L} \frac{1}{\hat{v}_{BA}} \hat{\mu}_{BA}^{\text{indi}}
\]

Then the statistic

\[
T_{BA} = \frac{1}{\hat{v}_{BA}} \left( \hat{\mu}_{BA}^{\text{dir}} - \hat{\mu}_{BA} \right)^2 + \sum_{i=1}^{L} \frac{1}{\hat{v}_{BA}} \left( \hat{\mu}_{BA}^{\text{indi}} - \hat{\mu}_{BA} \right)
\]

follows a \(\chi^2_L\) distribution under the hypothesis that all available estimates for this comparison (BA), direct and indirect coming from different loops, are in agreement. This composite test, however, fails to account for the correlations between different estimates in the presence of multiarm trials and can be applied as an omnibus test for inconsistency only for a collection of loops sharing a common comparison.

**EXAMPLE 11.5: WORKED EXAMPLE—COMPOSITE TEST FOR INCONSISTENCY IN THE SERIOUS VASCULAR EVENTS NETWORK**

We estimate the log OR and its variance for the comparison A vs. PL to be \(\hat{\mu}_{A\rightarrow PL}^{\text{dir}} = -0.15\) and \(\hat{v}_{A\rightarrow PL}^{\text{dir}} = 0.0026\), respectively. There are also two independent indirect estimates for this comparison coming from the loops A vs. PL vs. A+DP and A vs. PL vs. TH with mean and variance \(\hat{\mu}_{A\rightarrow PL}^{\text{indi}1} = -0.22, \hat{v}_{A\rightarrow PL}^{\text{indi}1} = 0.0084\) from the first loop and \(\hat{\mu}_{A\rightarrow PL}^{\text{indi}2} = 0.21, \hat{v}_{A\rightarrow PL}^{\text{indi}2} = 0.0284\) from the second loop. The weighted average of these three estimates is \(\hat{\mu}_{A\rightarrow PL} = -0.17\) and consequently \(T_{A\rightarrow PL} = 0.51\) with a \(p\)-value 0.77. This finding suggests that the three different sources of evidence for the comparison A vs. PL might not disagree. However, we again need to be aware of the lack of sufficient power of this test and the absence of statistically significant inconsistency should not be misinterpreted as evidence of consistency. Note that in this example we have disregarded the fact that some of the studies in the network are three-arm trials.

**11.5.1.3 Node-Splitting Approach**

Dias et al. (2010) suggested a method that separates evidence on a particular comparison (node) into “direct” and “indirect.” They called their method “node splitting.” The method excludes one direct comparison at a time and estimates the indirect treatment effect for the excluded comparison from the rest of the network. Thus, two estimates are obtained for the relative treatment effect of each comparison B vs. A; a direct one coming from all studies
comparing treatments B and A, and an indirect one coming from an NMA of all studies after excluding those that compare B to A. The null hypothesis $H_0: \mu_{BA}^{\text{dir}} = \mu_{BA}^{\text{ind}}$ can be evaluated using a z-test.

The main drawback of this method is that it is computationally intensive for large complex networks and, similarly to the previous approaches, it cannot correctly handle multiarm studies. This is because the same study may inform both direct and indirect evidence, when the split node is included in a multiarm trial.

An equivalent approach, also suggested by Dias et al. (2010), is the “back-calculation” method. In this approach, the complete dataset is used to produce a network estimate for each pairwise comparison. Then, it is assumed that each network estimate is a weighted average of the direct estimate and the indirect estimate from the rest of the network. This allows us to back-calculate an indirect estimate as

$$\hat{\mu}_{BA}^{\text{ind}} = \left( \frac{\hat{\mu}_{BA}}{\hat{v}_{BA}} - \frac{\hat{\mu}_{BA}^{\text{dir}}}{\hat{v}_{BA}^{\text{dir}}} \right) \hat{v}_{BA}^{\text{ind}}$$

The variance of the indirect estimate is given by

$$\frac{1}{\hat{v}_{BA}^{\text{ind}}} = \frac{1}{\hat{v}_{BA}} - \frac{1}{\hat{v}_{BA}^{\text{dir}}}$$

Then the difference between the direct and indirect estimates is calculated and using a z-test we can infer about the magnitude and the statistical significance of inconsistency for that particular comparison. If the method is performed in a Bayesian framework, a comparison of the posterior distributions of direct and indirect treatment effects can be used to assess visually the magnitude of inconsistency.

**EXAMPLE 11.6: WORKED EXAMPLE—NODE SPLITTING ON THE SERIOUS VASCULAR EVENTS NETWORK**

We focus on the comparison A vs. PL for which we have estimated $\hat{\mu}_{\text{A vs PL}}^{\text{dir}} = -0.15, \hat{v}_{\text{A vs PL}}^{\text{dir}} = 0.0026$ (see Section 11.5.1.2). Then, to estimate the indirect relative effect, we exclude the studies that compare directly the two interventions (A and PL). Using the remaining data, we perform NMA and we estimate the indirect relative effect $\hat{\mu}_{\text{A vs PL}}^{\text{ind}} = 0.21, \hat{v}_{\text{A vs PL}}^{\text{ind}} = 0.0063$. Then, the inconsistency factor is the difference between these two estimates $\hat{w}_{\text{A vs PL}} = 0.06$ with $\text{var}(\hat{w}_{\text{A vs PL}}) = 0.0089$. The estimated z-statistic $z = \frac{w_{\text{A vs PL}}}{\sqrt{\text{var}(w_{\text{A vs PL}})}} = 0.64$ gives a p-value 0.52, suggesting no statistically significant difference between direct and indirect estimates.
for the A vs. PL comparison. To infer about all 10 comparisons in the
network, we need to repeat this procedure for each comparison. Note
that, as in the two previous approaches, the lack of statistically signifi-
cant inconsistency is not evidence for the absence of inconsistency and
large inconsistency factors need exploration.

11.5.2 Global Approaches for Inconsistency

11.5.2.1 Lu and Ades Model

The Lu and Ades model (Lu and Ades, 2006) is an NMA model where
the consistency assumption is “relaxed” by adding an extra term in the
consistency equations to reflect the possible disagreement between differ-
ent sources of evidence. For example, the consistency equation for the ABC
loop under the Lu and Ades model becomes $\mu_{BA} = \mu_{CA} - \mu_{BA} + w_{ABC}$. For
each closed loop in the network, there is a different $w$ parameter added
in the model; these parameters are the inconsistency factors. We can treat
the various inconsistency factors as being independent and estimate each
one separately; a large $w$ value suggests important inconsistency in the
respective loop. Inference for inconsistency in the entire network is based
on a $\chi^2$ test for evaluating the hypothesis that all inconsistency factors are
zero. Alternatively, we can assume that the different inconsistency factors
are exchangeable, with an aim to increase power in their estimation, that
is, we assume that they follow a normal distribution with zero mean and
inconsistency variance $\sigma^2$, $w_{XYZ} \sim N(0, \sigma^2)$. Comparing $\sigma^2$ with $\tau^2$ can help
draw inference about the “extra” variability due to inconsistency in the entire
network.

In the absence of multiarm studies, the maximum number of potential
inconsistencies in the network ("inconsistency degrees of freedom," ICDF) is
computed as $ICDF = C - T + 1$, where $C$ is the number of pairwise compa-
risons with data and $T$ the total number of competing treatments. Multiarm
studies are always internally consistent, so for a network including multi-
arm studies, the number of possible inconsistency factors would be $ICDF = C - T + 1 + S$, where $S$ is “the number of independent inconsistency rela-
tions in which the corresponding parameters are supported by no more than
two independent sources of evidence” (Lu and Ades, 2006). Calculating $S$
can be difficult for networks with many multiarm studies, which renders this
approach cumbersome for large complex networks. Also note that the param-
eterization of multiarm studies (i.e., which comparisons to be included in the
model, see Section 11.4.1.2) often impacts on the results of this model and
inference about the presence of inconsistency in the network.

The Lu and Ades inconsistency model (as well as the design-by-treatment
model described in the next paragraph) can in principle be fit using any of
the approaches described in Section 11.4.
EXAMPLE 11.7: WORKED EXAMPLE—ASSESSING INCONSISTENCY IN THE SERIOUS VASCULAR EVENTS NETWORK USING THE LU AND ADES MODEL AND THE MULTIVARIATE META-ANALYSIS APPROACH

First, we need to calculate the required number of inconsistency factors. It is easy to see from Figure 11.1 that the number $C$ of pairwise comparisons present in the network equals 7 (note that the A+DP vs. TH comparison is excluded, as described in Section 11.2). There are five treatments and $S$ equals zero, since all loops in the network are informed by more than two independent sources. Hence, the required number of inconsistency factors is $ICDF = C - T + 1 + S = 7 - 5 + 1 - 0 = 3$. The $ICDF$ also corresponds to the number of loops in the network. Then, the consistency equations in the three loops expressed as functions of the basic parameters (assuming placebo is the common reference) are relaxed to include the three inconsistency factors:

\[ \mu_{AvsA+DP} = \mu_{AvsPL} - \mu_{A+DPvsPL} + w_{A+DPvsAvsPL} \]
\[ \mu_{THvsA} = \mu_{THvsPL} - \mu_{AvsPL} + w_{THvsPLvsA} \]
\[ \mu_{THvsTH+A} = \mu_{THvsA} - \mu_{TH+AvsA} + w_{AvsTH+AvsTH} \]

We will now see how to fit this model in the multivariate meta-analysis framework presented in Section 11.4.4 after including the inconsistency factors as covariates. We start by extending our dataset to include three dummy covariates, one for each inconsistency factor, $w_{A+DPvsAvsPL}$, $w_{THvsPLvsA}$, and $w_{AvsTH+AvsTH}$. We initially set the values of these covariates to be equal to zero. We then start “building” the network by adding studies, starting from the studies reporting the basic parameters. Whenever there is a loop forming, we set the value of the corresponding dummy covariate equal to one, for example, studies comparing A+DP vs. A close the A+DP vs. A vs. PL loop and, thus, all A+DP vs. A studies inform the $w_{A+DPvsAvsPL}$ inconsistency factor; studies comparing TH vs. A inform $w_{THvsPLvsA}$, and so on.

To illustrate the method, let us choose three studies from the network, shown in Table 11.6.

<table>
<thead>
<tr>
<th>Study ID</th>
<th>Comparisons</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>TH vs. A (PL arm imputed)</td>
</tr>
<tr>
<td>8</td>
<td>TH+A vs. A (PL arm imputed)</td>
</tr>
<tr>
<td>15</td>
<td>A vs. PL</td>
</tr>
</tbody>
</table>
### TABLE 11.7
Inconsistency Factors for the Serious Vascular Events Network, Using the Lu and Ades Model

<table>
<thead>
<tr>
<th>Inconsistency Factors</th>
<th>Estimate (95% CI)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$u_{A+DPvsAvsPL}$</td>
<td>0.08 ($-0.15, 0.32$)</td>
</tr>
<tr>
<td>$w_{THvsPLvsA}$</td>
<td>$-0.05 (-0.36, 0.27)$</td>
</tr>
<tr>
<td>$w_{AvsTH+AvsTH}$</td>
<td>$-0.01 (-0.40, 0.38)$</td>
</tr>
</tbody>
</table>

The first two studies do not include the reference treatment; a reference arm is imputed. Equation 11.9 is modified as follows for this subset of studies when the inconsistency factors are included:

$$
\begin{pmatrix}
  y_{2THvsPL} \\
  y_{2AvsPL} \\
  y_{8TH+AvsPL} \\
  y_{8AvsPL} \\
  y_{15AvsPL}
\end{pmatrix} =
\begin{pmatrix}
  0 & 0 & 0 & 0 & 1 \\
  0 & 1 & 0 & 0 & 0 \\
  1 & 0 & 0 & 0 & 0 \\
  0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
  \mu_{TH+AvsPL} \\
  \mu_{AvsPL} \\
  \mu_{A+DPvsPL} \\
  \mu_{THvsPL} \\
  \mu_{ThosPL}
\end{pmatrix}
+ \begin{pmatrix}
  0 & 1 & 0 \\
  0 & 0 & 0 \\
  0 & 0 & 1 \\
  0 & 0 & 0 \\
  0 & 0 & 0
\end{pmatrix}
\begin{pmatrix}
  u_{A+DPvsAvsPL} \\
  w_{THosPLvsA} \\
  w_{AvsTH+AvsTH}
\end{pmatrix} + \varepsilon + \delta
$$

After fitting the model in Stata using the `mvmeta` command, we get the estimates for the covariates (inconsistency factors) presented in Table 11.7.

Note that none of the inconsistency factors was found to be statistically important, as one can see in their respective confidence intervals, while an omnibus $\chi^2$-test for all inconsistency terms being simultaneously zero gives a $p$-value of 0.88. Thus, we conclude that there is no evidence of inconsistency in the network as a whole.

However, the results should be interpreted with caution, as there are multiarm studies present in the example and as we discussed, different parameterizations may alter the inference for inconsistency. The design-by-treatment model described in the following section is a better option in this case.

### 11.5.2.2 Design-by-Treatment Interaction Model

Higgins et al. (2012) and White et al. (2012) extended the Lu and Ades model presented in Section 11.5.2.1 by introducing the concept of design inconsistency. More specifically, their model considers disagreement between direct and indirect evidence and also disagreement that may arise between estimates for a specific pairwise comparison computed from studies with
different designs. The term “design” refers to the set of treatments being compared in each study, for example, a study comparing A to B is an AB design, while a three-arm A vs. B vs. C study is considered to be an ABC design. This means that the summary estimate for the A vs. B comparison obtained from two-arm studies (A vs. B studies) may differ from the estimate obtained from the synthesis of three-arm studies A vs. B vs. C. This source of disagreement is called design inconsistency.

The Lu and Ades model presented in the previous section is a special case of the design-by-treatment model. When there are no multiarm trials in the network, there can be no design inconsistency but only loop inconsistency and the two models are equivalent. The $w$ factors are again assumed to be either fixed and independent or random, $w_i \sim N(0, \sigma^2)$ (Jackson et al., 2014). The number of identifiable inconsistency factors equals $\sum_d (T_d - 1) - (T - 1)$, where $T_d$ is the number of treatments compared in design $d$ and the sum goes through all available designs.

Also, Jackson et al. (2014) present an $I^2$ statistics to quantify inconsistency of a random effects NMA model.

**EXAMPLE 11.8: WORKED EXAMPLE—ASSESSING INCONSISTENCY IN THE SERIOUS VASCULAR EVENTS NETWORK USING THE DESIGN-BY-TREATMENT MODEL AND THE MULTIVARIATE META-ANALYSIS APPROACH**

In the example of the previous section, we assessed only the presence of loop inconsistency; now, we consider both loop and design inconsistency. This implies that inconsistency factors are placed wherever there is potential for disagreement between comparisons forming a loop, or between two designs including the same comparison. The easiest way to determine these factors is to go through the list of available designs and add an inconsistency factor for each loop of evidence that is formed (loop inconsistency) or when the same comparison is estimated in different designs (design inconsistency). Note that the number of studies under each design (which can be read from Table 11A.2 in Appendix 11A.1) is irrelevant to the parameterization of the network in terms of inconsistency factors.

We can now fit NMA as a hierarchical model (Section 11.4.3) or as a multivariate meta-analysis model (Section 11.4.4) including five inconsistency factors (for designs 3, 6, 7, 8). Care is needed when assigning the inconsistency factors to the study designs. Parameterization can be difficult, particularly for complex and large networks with many multiarm trials, as discrimination between loop and design inconsistency is not always straightforward. For example, we may choose to include the inconsistency factor introduced by design 3 (TH+A vs. A) in Table 11.8, in either the TH+A vs. PL basic parameter, or the A vs. PL, but not both. Similarly, design 8 (A vs. PL vs. A+DP) introduces two inconsistency factors that we must include in both the A vs. PL and A+DP vs. PL basic parameters of the model. Nevertheless, inference about the presence of
TABLE 11.8
Inconsistency Factors for the Serious Vascular Events Network (Design-by-Treatment Model)

<table>
<thead>
<tr>
<th>Design</th>
<th>Design Code</th>
<th>Potential Inconsistencies (w)</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>TH vs. A</td>
<td>1</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>TH vs. TH+A</td>
<td>2</td>
<td>–</td>
<td>Loop inconsistency</td>
</tr>
<tr>
<td>TH+A vs. A</td>
<td>3</td>
<td>1</td>
<td>Closed loop with designs 1, 2</td>
</tr>
<tr>
<td>A+DP vs. PL</td>
<td>4</td>
<td>–</td>
<td>Loop inconsistency</td>
</tr>
<tr>
<td>A+DP vs. A</td>
<td>5</td>
<td>–</td>
<td></td>
</tr>
<tr>
<td>A vs. PL</td>
<td>6</td>
<td>1</td>
<td>Closed loop with designs 4, 5</td>
</tr>
<tr>
<td>TH vs. PL</td>
<td>7</td>
<td>1</td>
<td>Closed loop with designs 1, 6</td>
</tr>
<tr>
<td>A vs. PL vs. A+DP</td>
<td>8</td>
<td>1</td>
<td>A vs. PL also estimated in design 6</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>A+DP vs. PL also estimated design 4</td>
</tr>
</tbody>
</table>

Inconsistency in the entire network (based on a $\chi^2$-test) is invariant to the choice of parameterization.

We fit the model in Stata using the `mvmeta` command as described in the previous example with the two additional inconsistency factors. None of the inconsistency factors was found to be statistically significant and the $\chi^2$ omnibus test does not suggest that there is important inconsistency in the network as a whole ($p$-value 0.89). Heterogeneity was estimated to be very small ($10^{-8}$).

The reader should keep in mind, however, that inference on the presence or absence of inconsistency should also consider the findings of local approaches.

11.5.2.3 Q-Statistic in NMA

The $Q$-statistic for inconsistency is a by-product of the two-stage method to fit NMA models and it is an analogous to the $Q$-statistic for heterogeneity in pairwise meta-analysis.

For simplicity, we assume that there are only two-arm studies in the network. In the first stage of the analysis, we estimate the direct mean effect $\hat{\mu}^{dir}_{BA}$ for each comparison B vs. A. Then, a comparison-specific $Q$-statistic for heterogeneity would be

$$Q_{BA}^{het} = \sum_{i=1}^{N_{BA}} \frac{1}{s_i^2} (y_i - \hat{\mu}^{dir}_{BA})^2$$
where $N_{BA}$ denotes the number of studies comparing A to B. $Q_{BA}^{het}$ represents the distances between the observed effects in studies ($\hat{y}_i$) and the pooled direct effect $\hat{\mu}_{BA}^{dir}$ for the comparison B vs. A. Under the null hypothesis of homogeneity in the AB comparisons, this statistic follows a $\chi^2$ distribution with $N_{BA} - 1$ degrees of freedom. According to Krahn et al. (2013), the sum of all the within-comparisons $\sum_{k=1}^{C} Q_k^{het}$ is the $Q$-statistic for heterogeneity in the network of trials ($Q^{het}$) and follows a $\chi^2$ distribution with $N - C$ degrees of freedom.

A similar $Q$-statistic can be estimated at the second stage of the analysis as described in Section 11.4.2. After estimating the NMA summary effect $\hat{\mu}_{k}^{dir}$ and the variance $\hat{v}_{k}^{dir}$ for each one of the $k = 1, \ldots, C$ available pairwise direct comparisons, we can estimate the following $Q$-statistic for inconsistency:

$$Q^{inc} = \left[ \left( \hat{\mu}_{1}^{dir}, \ldots, \hat{\mu}_{C}^{dir} \right) - (\hat{\mu}_{1}, \ldots, \hat{\mu}_{C}) \right] \left( \begin{array}{ccc} 1/\hat{v}_{1}^{dir} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1/\hat{v}_{C}^{dir} \end{array} \right) \times \left[ \begin{array}{c} \hat{\mu}_{1}^{dir} \\ \vdots \\ \hat{\mu}_{C}^{dir} \end{array} \right] - \left( \begin{array}{c} \hat{\mu}_{1} \\ \vdots \\ \hat{\mu}_{C} \end{array} \right)$$

This represents the (weighted) distances between the direct summary estimates $\hat{\mu}_{k}^{dir}$ and the network summary estimates $\hat{\mu}_{k}$ for each comparison AB. Under the null hypothesis of consistency, $Q^{inc}$ follows a $\chi^2$ distribution with $C - T + 1$ degrees of freedom.

Krahn et al. (2013) further suggested that the total $Q$-statistic for both stages of the analysis is the sum of the $Q$-statistic for heterogeneity and inconsistency:

$$Q^{tot} = Q^{het} + Q^{inc}$$

Under the null hypothesis of consistency and homogeneity in the network, $Q^{tot}$ follows a $\chi^2$ distribution with $N - T + 1$ degrees of freedom.

Note that all the above $Q$-statistics have been extended to account for the inclusion of multiarm trials. For details on these extensions, see Krahn et al. (2013) and Lu et al. (2011).

**EXAMPLE 11.9: WORKED EXAMPLE—Q-STATISTIC FOR THE NMA OF THE MENSTRUAL BLEEDING NETWORK**

Using Equations 11.30 through 11.32, we derive that $Q^{tot}$ is equal to 27.28. This is decomposed into $Q^{het}$, which measures the heterogeneity within each comparison, estimated equal to 24.96 (with 16 degrees of freedom,}
corresponding to a \( p \)-value 0.07) and the inconsistency \( Q^{inc} \) estimated to 2.32 (with 1 degree of freedom, \( p \)-value 0.13). These results suggest that neither heterogeneity nor inconsistency is statistically significant in this network.

### 11.5.3 Overview of Methods

In Table 11.9, we provide a summary of the presented methods for evaluating inconsistency in a network, along with their main characteristics.

Song et al. (2012) performed a simulation study to explore the statistical properties of the loop-specific, node-splitting, and Lu and Ades models to infer about inconsistency. They found that even though all methods are generally unbiased, they have low power. Hence, the absence of statistically significant inconsistency should not be interpreted as evidence of absence of inconsistency.

Also, inconsistency is closely related to heterogeneity. The assumptions for heterogeneity and the method used to evaluate it might affect inference on inconsistency. Large values of heterogeneity in the network may hinder the search for inconsistency. Therefore, the consistency assumption should always be assessed, both epidemiologically (e.g., by comparing the distribution of potential effect modifiers across comparisons (Salanti, 2012; Cipriani et al., 2013) and statistically.

Empirical evidence evaluating the prevalence of statistical inconsistency in published networks showed that often the consistency assumption is violated. More specifically, Song et al. (2011) performed a meta-epidemiological study, including 112 independent, triangular, published networks. They used the loop-specific approach and found statistically significant inconsistency in 16 cases (14%, 95% CI 9%–22%). Veroniki et al. (2013) assessed the inconsistency in published networks including four or more competing treatments and at least one closed loop. Inconsistency was evaluated using the loop-specific approach and the design-by-treatment model. In a total of 303 loops

<table>
<thead>
<tr>
<th>Method</th>
<th>Identifies Spots of Inconsistency</th>
<th>Can Infer about the Entire Network</th>
<th>Sensitive to Parameterization of Multiarm Studies</th>
</tr>
</thead>
<tbody>
<tr>
<td>Loop-specific approach</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Composite test</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Node splitting and back-calculation</td>
<td>Yes</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>Lu and Ades model</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Design-by-treatment</td>
<td>Yes</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>Q-statistic</td>
<td>No</td>
<td>Yes</td>
<td>No</td>
</tr>
</tbody>
</table>
(from 40 networks), statistically significant inconsistency was detected in 2%–9% of the loops depending on the effect measure and the method used for estimating heterogeneity. Using the design-by-treatment interaction model, about one-eighth of the networks were found to be inconsistent.

Both local and global tests should be ideally employed for the evaluation of consistency. In the presence of inconsistency, after checking for data extraction errors, researchers should try to explore it and find its possible sources. If sufficient studies are available, network meta-regression can be used with the potential effect modifiers as covariates. For example, small-study effects are a quite common source of both heterogeneity and inconsistency in NMA (Chaimani and Salanti, 2012; Chaimani et al., 2013b). When significant inconsistency is found, results should be interpreted with great caution considering that pooling these studies is invalid.

11.6 Presentation of Data and Results in Network Meta-Analysis

Reporting and presenting all aspects of NMA can be challenging, particularly for large complex networks. In this section, we describe graphical and tabular options that may facilitate a concise presentation of the evidence base, evaluation, and presentation of the assumptions and the results.

11.6.1 Presentation of the Evidence Base

11.6.1.1 Network Graph

Network graphs are one of the most commonly used tool to present the competing interventions (represented by nodes) and the pairwise comparisons evaluated in at least one study (represented by edges) in a network of trials. In Section 11.2, we presented the network graphs for the two examples of this chapter (Figure 11.1). The use of different weighting and coloring schemes for the edges has been suggested to reveal differences between the different pairwise comparisons, such as the number of included studies, baseline characteristics of the patients, or limitations in the design of the studies (Chaimani et al., 2013a).

11.6.1.2 Contribution Plot

Each direct comparison contributes to a different degree to the estimation of the NMA summary treatment effects. It has been shown that the contribution of each direct comparison to the network estimate depends on its variance and the structure of the network (Lu et al., 2011; Krahn et al., 2013). The contribution of each direct estimate to the network estimates can be expressed
### FIGURE 11.3

Contribution plot for the serious vascular events network. The size of each square is proportional to the weight attached to each direct summary effect (horizontal axis) for the estimation of each network summary effects (vertical axis). The numbers re-express the weights as percentages.

<table>
<thead>
<tr>
<th>Direct comparisons in the network</th>
<th>FGEDvsHY</th>
<th>FGEDvsMI</th>
<th>FGEDvsSGED</th>
<th>MIvsSGED</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Mixed estimates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FGEDvsHY</td>
<td>100.0</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>FGEDvsMI</td>
<td>18.4</td>
<td>40.8</td>
<td>40.8</td>
<td></td>
</tr>
<tr>
<td>FGEDvsSGED</td>
<td>2.2</td>
<td>95.6</td>
<td>2.2</td>
<td></td>
</tr>
<tr>
<td>MIvsSGED</td>
<td>22.4</td>
<td>22.4</td>
<td>55.2</td>
<td></td>
</tr>
<tr>
<td><strong>Indirect estimates</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HYvsMI</td>
<td>37.2</td>
<td>11.1</td>
<td>25.6</td>
<td>25.6</td>
</tr>
<tr>
<td>HYvsSGED</td>
<td>49.4</td>
<td>1.1</td>
<td>48.8</td>
<td>1.1</td>
</tr>
<tr>
<td><strong>Entire network</strong></td>
<td>30.9</td>
<td>9.3</td>
<td>37.3</td>
<td>22.0</td>
</tr>
<tr>
<td><strong>Included studies</strong></td>
<td>5</td>
<td>1</td>
<td>11</td>
<td>3</td>
</tr>
</tbody>
</table>

as a percentage and presented in a matrix form (Chaimani et al., 2013a; Krahn et al., 2013). The columns of this “contribution matrix” correspond to the available direct comparisons and the rows to all possible pairwise comparisons (direct and indirect) between pairs of interventions. Cells in this \( (T^2) \times C \) matrix refer to the contribution of each comparison to the entire network. These are estimated using the “two-stage approach” for NMA (see Section 11.4.2). More specifically, a least square solution for Equation 11.4 gives that

\[
\hat{\mu} = (Z^T W^{dir} Z)^{-1} Z^T W^{dir} \hat{\mu}^{dir}
\]

with \( W^{dir} \) the inverse of the variance–covariance matrix of the direct estimates \( \hat{\mu}^{dir} \). Hence, the matrix \( H = (Z^T W^{dir} Z)^{-1} Z^T W^{dir} \) that maps the direct estimates into the network estimates contains the weight of each direct comparison in the estimation. These weights can be expressed as percentages by taking the ratio of their absolute value over the total of the respective row. The sum of each column of the matrix gives the weight of each direct comparison in all comparisons and this divided by the sum of all column totals is the percentage contribution of each direct comparison in the entire network.
EXAMPLE 11.10

Figure 11.3 presents the contribution plot for the heavy menstrual bleeding network. According to the graph, the network summary effect of FGED vs. HY is not informed indirectly by any other comparison; hence, we expect that network estimate would equal the direct estimate (100% contribution from the direct estimate). On the other hand, to estimate the NMA effect for the comparison FGED vs. MI, 18.4% of the information comes from the respective direct estimate, 40.8% comes from FGED vs. SGED, and 40.8% comes from MI vs. SGED. The most influential direct comparison for the entire network is FGED vs. SGED; this is because of the “central” position of this comparison (see Figure 11.1) and the relatively larger number of included studies compared with the other three comparisons.

11.6.2 Presenting the Assumptions of the Analysis

As pointed out earlier in this chapter, all models for NMA presented in Section 11.4 rely on the assumption of consistency. In Section 11.5, we described different approaches that can be used to assess whether important inconsistency is present in the data. This section focuses on tools that can offer a visual representation for some of these approaches and may supplement the ease of their interpretation.

11.6.2.1 Inconsistency Plot

The estimated inconsistency factors for all closed loops of a network derived from the loop-specific approach (Section 11.5.1.1) can be presented jointly in a forest plot (Song et al., 2003). Horizontal lines represent the inconsistency factor confidence intervals and these can be used to detect any loops with important inconsistency.

EXAMPLE 11.11

To illustrate the interpretation of this graph, we present in Figure 11.4 the inconsistency plot for the serious vascular events network. The network includes three triangular loops. To facilitate interpretation, we present the inconsistency factors on the exponential scale, which is the ratio of odds ratios (ROR) between direct and indirect estimates in each loop. The confidence intervals (horizontal lines) are truncated to the null value (here the value 1) as we are not interested in the direction of inconsistency but only in its magnitude. The graph suggests that there might be no inconsistency in the network as none of the inconsistency factor appears to be statistically significant. Despite the negative findings, there may be low power to detect inconsistency and we need to consider whether an ROR around 1.5 (the upper limit of the confidence intervals) is large enough to suggest disagreement between direct and indirect estimates for the clinical setting and outcome of this network. Note that in this example we
assumed a common heterogeneity variance for the entire network. More specifically, we used the heterogeneity estimated from the hierarchical model $\tau^2 = 0.002$ (see Section 11.4.3).

### 11.6.3 Presenting the Results

The most important output of NMA is the summary relative treatment effects between pairs of interventions, which can be presented using several graphical or tabular ways. We have already seen in Figure 11.2 a forest plot that presents all NMA effect estimates and also the results from pairwise meta-analyses. In the presence of many competing interventions, however, presenting all estimated effects in a concise and comprehensible way is a challenging issue.

The relative ranking of treatments can be used as a supplementary output to facilitate the presentation and interpretation of results. Also note that deriving a treatment hierarchy based on the studied outcome is often one of the objectives of systematic reviews. An advantage of relative ranking measures is that they offer a compact way of summarizing the findings of NMA. However, focusing on ranking measures can be misleading as they are associated with much uncertainty. Ranking measures should be interpreted with caution and always in conjunction with the relative treatment effects.

Treatment hierarchy can be derived using several approaches, such as ordering the means of the estimated treatment effects, using ranking probabilities (Salanti et al., 2011), or employing multidimensional scaling techniques (Chaimani et al., 2013a). In this section, we present measures related with ranking probabilities, which is probably the most common
approach. A ranking probability \( p_{tj} \) is the probability that treatment \( t \) is ranked at the \( j \)th place \( (j = 1, \ldots, T) \) according to the studied outcome. Inferences on the relative ranking of the treatments should not be limited on just comparing the probabilities of each treatment being the best \( (p_{t1}) \), as this method can give misleading results. A better approach is to incorporate information about all \( p_{tj} \), that is, about the probabilities of each treatment being at each possible rank: first best, second best, third best, \ldots \( T \)th best.

Two different but equivalent approaches are the mean ranks or the surface under the cumulative ranking curves. The mean rank of a treatment \( t \) is the weighted average of the probabilities for all possible ranks estimated as

\[
m(\text{rank}_t) = \sum_{j=1}^{T} p_{tj} \times j
\]

The surface under the cumulative ranking curve (SUCRA) for a treatment can also be expressed as a percentage; it is interpreted as the percentage of the effectiveness or safety that this treatment has obtained compared to a treatment that would be ranked first without uncertainty and is estimated by the formula

\[
\text{SUCRA}_t = \frac{\sum_{j=1}^{T-1} \text{cum}_{tj}}{T - 1}
\]

where \( \text{cum}_{tj} \) is the cumulative probability that treatment \( t \) would be within the first \( j \) places (Salanti et al., 2011).

The ranking probabilities for each treatment can be presented graphically in a system of coordinate axes plotted against the possible ranks (“rankograms”). Mean ranks and SUCRA values can be given in a separate table or can be presented in the league table along with the relative effects.

**EXAMPLE 11.12**

In Figure 11.5, we present the rankograms for the treatments in the serious vascular events network. The graphs suggest that the combination of aspirin and dipyridamole has the highest probability of being the best and placebo has the highest probability of being the last. Looking at the mean ranks or the SUCRA values in Table 11.10, we can infer about the treatment hierarchy for the studied outcome.
FIGURE 11.5
Plots of the ranking probabilities (rankograms) for the serious vascular events network. The horizontal axis contains the possible ranks and the vertical axis the ranking probabilities. Each curve connects the points that show the estimated probabilities of being at each specific rank for every treatment.

TABLE 11.10
SUCRA Values and Mean Ranks for the Five Treatments of the Serious Vascular Events Example

<table>
<thead>
<tr>
<th>Treatment</th>
<th>Mean Rank</th>
<th>SUCRA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Placebo</td>
<td>5.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Thienopyridines+aspirin</td>
<td>2.0</td>
<td>75.1</td>
</tr>
<tr>
<td>Aspirin</td>
<td>3.9</td>
<td>26.6</td>
</tr>
<tr>
<td>Aspirin+dipyridamole</td>
<td>1.1</td>
<td>97.2</td>
</tr>
<tr>
<td>Thienopyridines</td>
<td>3.0</td>
<td>51.1</td>
</tr>
</tbody>
</table>

Note: Larger SUCRA values and smaller mean ranks denote better treatments.

11.7 Discussion
The plethora of available treatment options and the sparse direct evidence between treatments have necessitated the use of NMA. The assumption of transitivity required to fit NMA demands that the distributions of effect
modifiers are similar across treatment comparisons. If this assumption is plausible, and when the various pieces of direct and indirect evidence are in statistical agreement (consistency), NMA is a valid statistical tool and constitutes a powerful addition to the arsenal of CER. The results provided by NMA are usually more precise than those obtained by conventional, pairwise meta-analyses and NMA can also provide a ranking of the treatments according to studied outcome. Thus, the use of NMA enhances CER by allowing more informed decisions to be drawn on how competing treatments compare with each other in terms of effectiveness and on which of the available options is associated with the greater benefit or harm for the patients.

Despite the benefits of NMA with respect to the purposes of CER, this methodology is far from an established practice. Its complexity, lack of user-friendly software, and low trust in indirect evidence discourage systematic reviewers from widely adopting this technique. In this chapter, we reviewed the literature on NMA putting emphasis on statistical models, methods to evaluate statistically the assumption of consistency, and ways to present the results derived from NMA. We epitomized the available software options to fit and visualize NMA.

NMA is an active research field and, despite the rapid development of the relevant methodology, further research is still needed to cover gaps in the current knowledge. For instance, methods to correct NMA estimates for publication bias or for analyzing simultaneously multiple outcomes are still under investigation (Mavridis et al., 2013; Efthimiou et al., 2014, 2015). In addition, methods for evaluating the quality of evidence (e.g., GRADE guidelines [Guyatt et al., 2011]) need to be extended into the context of NMA.

Appendix 11A.1: Data for the Worked Examples in This Chapter

The data from the menstrual bleeding network is given in Table 11A.1.

<table>
<thead>
<tr>
<th>Study ID</th>
<th>Treatment</th>
<th>Events</th>
<th>Patients Randomized</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>FGED</td>
<td>13</td>
<td>107</td>
</tr>
<tr>
<td>1</td>
<td>HY</td>
<td>7</td>
<td>103</td>
</tr>
<tr>
<td>2</td>
<td>FGED</td>
<td>5</td>
<td>38</td>
</tr>
<tr>
<td>2</td>
<td>HY</td>
<td>2</td>
<td>39</td>
</tr>
<tr>
<td>3</td>
<td>FGED</td>
<td>7</td>
<td>106</td>
</tr>
<tr>
<td>3</td>
<td>HY</td>
<td>2</td>
<td>50</td>
</tr>
</tbody>
</table>

(Continued)
### Table 11A.1 (Continued)
Data from the Menstrual Bleeding Network

<table>
<thead>
<tr>
<th>Study ID</th>
<th>Treatment</th>
<th>Events</th>
<th>Patients Randomized</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>FGED</td>
<td>13</td>
<td>104</td>
</tr>
<tr>
<td>4</td>
<td>HY</td>
<td>4</td>
<td>93</td>
</tr>
<tr>
<td>5</td>
<td>FGED</td>
<td>19</td>
<td>99</td>
</tr>
<tr>
<td>5</td>
<td>HY</td>
<td>6</td>
<td>97</td>
</tr>
<tr>
<td>6</td>
<td>FGED</td>
<td>3</td>
<td>16</td>
</tr>
<tr>
<td>6</td>
<td>SGED</td>
<td>2</td>
<td>27</td>
</tr>
<tr>
<td>7</td>
<td>FGED</td>
<td>1</td>
<td>101</td>
</tr>
<tr>
<td>7</td>
<td>SGED</td>
<td>3</td>
<td>201</td>
</tr>
<tr>
<td>8</td>
<td>FGED</td>
<td>5</td>
<td>55</td>
</tr>
<tr>
<td>8</td>
<td>SGED</td>
<td>3</td>
<td>56</td>
</tr>
<tr>
<td>9</td>
<td>FGED</td>
<td>10</td>
<td>72</td>
</tr>
<tr>
<td>9</td>
<td>SGED</td>
<td>16</td>
<td>156</td>
</tr>
<tr>
<td>10</td>
<td>FGED</td>
<td>3</td>
<td>33</td>
</tr>
<tr>
<td>10</td>
<td>SGED</td>
<td>4</td>
<td>37</td>
</tr>
<tr>
<td>11</td>
<td>FGED</td>
<td>13</td>
<td>58</td>
</tr>
<tr>
<td>11</td>
<td>SGED</td>
<td>15</td>
<td>75</td>
</tr>
<tr>
<td>12</td>
<td>FGED</td>
<td>5</td>
<td>82</td>
</tr>
<tr>
<td>12</td>
<td>SGED</td>
<td>11</td>
<td>154</td>
</tr>
<tr>
<td>13</td>
<td>FGED</td>
<td>14</td>
<td>38</td>
</tr>
<tr>
<td>13</td>
<td>SGED</td>
<td>7</td>
<td>37</td>
</tr>
<tr>
<td>14</td>
<td>FGED</td>
<td>19</td>
<td>48</td>
</tr>
<tr>
<td>14</td>
<td>SGED</td>
<td>15</td>
<td>45</td>
</tr>
<tr>
<td>15</td>
<td>FGED</td>
<td>33</td>
<td>128</td>
</tr>
<tr>
<td>15</td>
<td>SGED</td>
<td>29</td>
<td>121</td>
</tr>
<tr>
<td>16</td>
<td>FGED</td>
<td>1</td>
<td>120</td>
</tr>
<tr>
<td>16</td>
<td>SGED</td>
<td>5</td>
<td>125</td>
</tr>
<tr>
<td>17</td>
<td>MI</td>
<td>5</td>
<td>34</td>
</tr>
<tr>
<td>17</td>
<td>FGED</td>
<td>2</td>
<td>35</td>
</tr>
<tr>
<td>18</td>
<td>MI</td>
<td>5</td>
<td>25</td>
</tr>
<tr>
<td>18</td>
<td>SGED</td>
<td>5</td>
<td>28</td>
</tr>
<tr>
<td>19</td>
<td>MI</td>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td>19</td>
<td>SGED</td>
<td>9</td>
<td>39</td>
</tr>
<tr>
<td>20</td>
<td>MI</td>
<td>10</td>
<td>32</td>
</tr>
<tr>
<td>20</td>
<td>SGED</td>
<td>9</td>
<td>35</td>
</tr>
</tbody>
</table>
The data from the serious vascular events network is given in Table 11A.2.

<table>
<thead>
<tr>
<th>Study ID</th>
<th>Treatment</th>
<th>Events</th>
<th>Patients Randomized</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>PL</td>
<td>46</td>
<td>204</td>
</tr>
<tr>
<td>1</td>
<td>A</td>
<td>31</td>
<td>198</td>
</tr>
<tr>
<td>1</td>
<td>A+DP</td>
<td>30</td>
<td>202</td>
</tr>
<tr>
<td>2</td>
<td>A</td>
<td>112</td>
<td>907</td>
</tr>
<tr>
<td>2</td>
<td>TH</td>
<td>133</td>
<td>902</td>
</tr>
<tr>
<td>3</td>
<td>A</td>
<td>488</td>
<td>3,195</td>
</tr>
<tr>
<td>3</td>
<td>TH</td>
<td>453</td>
<td>3,233</td>
</tr>
<tr>
<td>4</td>
<td>A</td>
<td>395</td>
<td>1,540</td>
</tr>
<tr>
<td>4</td>
<td>TH</td>
<td>370</td>
<td>1,529</td>
</tr>
<tr>
<td>5</td>
<td>A</td>
<td>22</td>
<td>164</td>
</tr>
<tr>
<td>5</td>
<td>TH</td>
<td>12</td>
<td>165</td>
</tr>
<tr>
<td>6</td>
<td>TH+A</td>
<td>445</td>
<td>3,797</td>
</tr>
<tr>
<td>6</td>
<td>TH</td>
<td>473</td>
<td>3,802</td>
</tr>
<tr>
<td>7</td>
<td>TH+A</td>
<td>10</td>
<td>132</td>
</tr>
<tr>
<td>7</td>
<td>TH</td>
<td>10</td>
<td>138</td>
</tr>
<tr>
<td>8</td>
<td>TH+A</td>
<td>175</td>
<td>2,160</td>
</tr>
<tr>
<td>8</td>
<td>A</td>
<td>207</td>
<td>2,160</td>
</tr>
<tr>
<td>9</td>
<td>A+DP</td>
<td>183</td>
<td>1,250</td>
</tr>
<tr>
<td>9</td>
<td>PL</td>
<td>263</td>
<td>1,250</td>
</tr>
<tr>
<td>10</td>
<td>A+DP</td>
<td>246</td>
<td>1,650</td>
</tr>
<tr>
<td>10</td>
<td>PL</td>
<td>361</td>
<td>1,649</td>
</tr>
<tr>
<td>10</td>
<td>A</td>
<td>314</td>
<td>1,649</td>
</tr>
<tr>
<td>11</td>
<td>A+DP</td>
<td>12</td>
<td>137</td>
</tr>
<tr>
<td>11</td>
<td>A</td>
<td>11</td>
<td>147</td>
</tr>
<tr>
<td>11</td>
<td>PL</td>
<td>16</td>
<td>155</td>
</tr>
<tr>
<td>12</td>
<td>A+DP</td>
<td>6</td>
<td>88</td>
</tr>
<tr>
<td>12</td>
<td>A</td>
<td>3</td>
<td>95</td>
</tr>
<tr>
<td>13</td>
<td>A+DP</td>
<td>149</td>
<td>1,363</td>
</tr>
<tr>
<td>13</td>
<td>A</td>
<td>192</td>
<td>1,376</td>
</tr>
<tr>
<td>14</td>
<td>A+DP</td>
<td>79</td>
<td>448</td>
</tr>
<tr>
<td>14</td>
<td>A</td>
<td>85</td>
<td>442</td>
</tr>
<tr>
<td>15</td>
<td>A</td>
<td>26</td>
<td>162</td>
</tr>
<tr>
<td>15</td>
<td>PL</td>
<td>35</td>
<td>157</td>
</tr>
<tr>
<td>16</td>
<td>A</td>
<td>59</td>
<td>253</td>
</tr>
<tr>
<td>16</td>
<td>PL</td>
<td>55</td>
<td>252</td>
</tr>
<tr>
<td>17</td>
<td>A</td>
<td>32</td>
<td>144</td>
</tr>
</tbody>
</table>

(Continued)


TABLE 11A.2 (Continued)

Data from the Serious Vascular Events Network

<table>
<thead>
<tr>
<th>Study ID</th>
<th>Treatment</th>
<th>Events</th>
<th>Patients Randomized</th>
</tr>
</thead>
<tbody>
<tr>
<td>17</td>
<td>PL</td>
<td>30</td>
<td>139</td>
</tr>
<tr>
<td>18</td>
<td>A</td>
<td>23</td>
<td>101</td>
</tr>
<tr>
<td>18</td>
<td>PL</td>
<td>27</td>
<td>102</td>
</tr>
<tr>
<td>19</td>
<td>A</td>
<td>21</td>
<td>150</td>
</tr>
<tr>
<td>19</td>
<td>PL</td>
<td>21</td>
<td>151</td>
</tr>
<tr>
<td>20</td>
<td>A</td>
<td>2</td>
<td>30</td>
</tr>
<tr>
<td>20</td>
<td>PL</td>
<td>5</td>
<td>30</td>
</tr>
<tr>
<td>21</td>
<td>A</td>
<td>342</td>
<td>1,622</td>
</tr>
<tr>
<td>21</td>
<td>PL</td>
<td>193</td>
<td>814</td>
</tr>
<tr>
<td>22</td>
<td>A</td>
<td>183</td>
<td>676</td>
</tr>
<tr>
<td>22</td>
<td>PL</td>
<td>193</td>
<td>684</td>
</tr>
<tr>
<td>23</td>
<td>PL</td>
<td>139</td>
<td>541</td>
</tr>
<tr>
<td>23</td>
<td>TH</td>
<td>112</td>
<td>531</td>
</tr>
<tr>
<td>24</td>
<td>A+DP</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>24</td>
<td>TH</td>
<td>0</td>
<td>11</td>
</tr>
</tbody>
</table>

Appendix 11B.1: Software Options for NMA

In this appendix, we discuss the available software options for fitting the various models and methods presented in this chapter. Recently developed commands in Stata may help popularize the method among nonstatisticians (Harbord and Higgins, 2004; White, 2011; White et al., 2012). Chaimani et al. present and explain a series of graphical tools aiming to make NMA accessible and understandable to researchers without a strong statistical background (Chaimani et al., 2013a; Chaimani and Salanti, 2015). BUGS software (WinBUGS and OpenBUGS) (Lunn et al., 2000, 2009) are widely used for analyses in Bayesian framework and programming codes for most models can be found in the literature or online (see, e.g., www.bris.ac.uk/social-community-medicine/projects/mpes or http://www.mtm.uoi.gr).

R is a popular choice as a free software environment for statistical computing and there are various packages available for fitting models in a non-Bayesian setting. GeMTC software (van Valkenhoef et al., 2012), available as an R package as well as a stand-alone graphical user interface, can be used to implement various NMA. SAS is also an option although not very widely used for NMA (Jones et al., 2011; Carlin et al., 2013; Hong et al., 2013). In Table 11B.1, we give a brief summary of the more popular methods for fitting each model.
TABLE 11B.1
Available Software and Routines for Implementing the Methods Presented in This Chapter

<table>
<thead>
<tr>
<th>Subject</th>
<th>Section</th>
<th>Software Available</th>
</tr>
</thead>
<tbody>
<tr>
<td>NMA as meta-regression</td>
<td>11.4.2</td>
<td>BUGS (e.g., WinBUGS, OpenBUGS) Stata (metareg command: without multiarm studies; mvmeta command, either as a stand-alone command or via the package network: with multiarm studies; lincom command can be used in both cases to obtain estimates for the functional parameters) R (rma command from metafor package: without multiarm studies; netmeta package: with multiarm studies)</td>
</tr>
<tr>
<td>NMA as a multivariate meta-analysis</td>
<td>11.4.4</td>
<td>Stata (mvmeta command, lincom) BUGS R (mvmeta package: cannot incorporate the assumption of a common heterogeneity across comparisons)</td>
</tr>
<tr>
<td>Loop-specific approach for inconsistency</td>
<td>11.5.1.1</td>
<td>BUGS Stata (network graphs package) R (routines available at <a href="http://mtm.uoi.gr/index.php/how-to-do-an-mtm">http://mtm.uoi.gr/index.php/how-to-do-an-mtm</a>)</td>
</tr>
<tr>
<td>Composite test for inconsistency</td>
<td>11.5.1.1</td>
<td>No routine available</td>
</tr>
<tr>
<td>Node-splitting approach</td>
<td>11.5.1.3</td>
<td>BUGS codes available at <a href="http://www.bristol.ac.uk/cobm/research/mpes">http://www.bristol.ac.uk/cobm/research/mpes</a> GeMTC software Stata (network package)</td>
</tr>
<tr>
<td>Lu and Ades model</td>
<td>11.5.2.1</td>
<td>BUGS (can incorporate either the assumption of fixed-independent inconsistency factors or of random inconsistency factors; the parameterization needs to be done manually) Stata (mvmeta command: can incorporate only the assumption of fixed-independent inconsistency factors; the parameterization needs to be done manually) GeMTC software</td>
</tr>
</tbody>
</table>

(Continued)
TABLE 11B.1 (Continued)
Available Software and Routines for Implementing the Methods Presented in This Chapter

<table>
<thead>
<tr>
<th>Subject</th>
<th>Section</th>
<th>Software Available</th>
</tr>
</thead>
<tbody>
<tr>
<td>Design-by-treatment model</td>
<td>11.5.2.2</td>
<td>Stata (mvmeta command: can incorporate only the assumption of fixed-independent inconsistency factors, the parameterization can be done automatically using the package network)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>BUGS (can incorporate either the assumption of fixed-independent inconsistency factors or of random inconsistency factors, the parameterization needs to be done manually)</td>
</tr>
<tr>
<td>Q-statistic in NMA</td>
<td>11.5.2.3</td>
<td>R (netmeta)</td>
</tr>
<tr>
<td>Presentation options</td>
<td>11.6</td>
<td>Stata (network graphs package)</td>
</tr>
</tbody>
</table>

References


Salanti, G. 2012. Indirect and mixed-treatment comparison, network, or multiple-
treatments meta-analysis: Many names, many benefits, many concerns for the
summaries for presenting results from multiple-treatment meta-analysis: An
meta-analysis demonstrates that covariates should be considered. J. Clin. Epi-
Res., 17, 279–301.
Song, F., Harvey, I. and Lilford, R. 2008. Adjusted indirect comparison may be less
biased than direct comparison for evaluating new pharmaceutical interventions.
Song, F., Altman, D.G., Glenny, A.M., and Deeks, J.J. 2003. Validity of indirect com-
parison for estimating efficacy of competing interventions: Empirical evidence
from published meta-analyses. BMJ, 326, 472.
Song, F. et al. 2011. Inconsistency between direct and indirect comparisons of
Song, F. et al. 2012. Simulation evaluation of statistical properties of methods for
27, 625–650.
meta-analysis of common antiplatelet regimens after transient ischaemic attack
589–624.
Stata J., 11, 255–270.
White, I.R. et al. 2012. Consistency and inconsistency in network meta-analysis:
Model estimation using multivariate meta-regression. Res. Synth. Method, 3,
111–125.
Bayesian Network Meta-Analysis for Multiple Endpoints

Hwanhee Hong, Karen L. Price, Haoda Fu, and Bradley P. Carlin

CONTENTS
12.1 Introduction ................................................. 386
12.2 Motivating Example ................................... 387
12.3 Bayesian Models for Multiple Endpoints NMA Analysis ....... 390
   12.3.1 Contrast-Based Models ............................... 391
       12.3.1.1 Nonimputation Approach ...................... 391
       12.3.1.2 Missing Data Framework ....................... 393
   12.3.2 Arm-Based Models ................................. 394
   12.3.3 Prior Distribution Selection and Computational Notes . . . 395
   12.3.4 Decision Making with Multiple Endpoints .......... 396
12.4 Analysis of Diabetes Data ................................ 397
12.5 Simulation Study ...................................... 402
12.6 Discussion and Future Work ............................ 403
Acknowledgment ........................................ 405
References ................................................ 405

ABSTRACT  Network meta-analysis (NMA) is a statistical technique to
assess various treatment effects and compare their benefits or harms simultane-ously in a systematic review. In comparative effectiveness research,
NMA offers useful information to help patients and their caregivers make
ter better decisions on their health care. Recently, many systematic reviews col-
clecting various endpoints and methods for integrating such multivariate
evidence jointly in NMA have been developed. In this chapter, we introduce
Bayesian NMA methods under a missing data framework incorporating mul-
tiple outcomes by accounting for their inherent correlations. We utilize two
different parameterizations which can be applied separately based on the
scientific question of interest. In addition, we provide two decision-making
tools, best and acceptability probabilities. We illustrate our methods using
a real diabetes data example including two outcomes, and a simulation
study validates the performance of our methods in terms of model selection
and coverage probability. We close this chapter with a brief summary and
discussion of potential future work.
12.1 Introduction

In many biomedical settings, researchers want to synthesize all previous study findings about key aspects of efficacy or safety of certain treatments. Meta-analysis is a statistical technique to assess treatment effects inferentially in comparative effective research (CER) using a systematic review, by combining the results from several independent studies (DerSimonian and Laird 1986; Whitehead 2003). Meta-analysis is conducted in a systematic review to compare two treatments, but only when the individual study results are comparable. Network meta-analysis (NMA) extends this methodology to compare multiple treatments. Recently, incorporating individual patient data has garnered attention because this approach enables us to make personalized decisions based on a patient’s clinical characteristics (Hong et al. 2015).

One limitation of traditional meta-analysis is that only two treatments can be compared at a time to obtain a relative effect (e.g., between placebo and an experimental drug). However, to understand the performance of all possible interventions comprehensively, we have to compare them to one another. NMA, also called mixed treatment comparisons (MTC), extends traditional meta-analysis to incorporate multiple treatments simultaneously when none of the studies investigates all the treatments at the same time (Hoaglin et al. 2011; Jansen et al. 2011). Since few studies are typically available to provide evidence of direct head-to-head comparisons, we have to depend on indirect comparisons. The biggest assumption in meta-analysis and NMA is exchangeability among studies; that is, any ranking of the true treatment effects across studies is equally likely a priori. In addition, populations in selected studies should be similar to the target population to obtain a valid clinical interpretation (Ades et al. 2012). Visit Section 11.3 in Chapter 11 for a detailed discussion of assumptions underlying NMA.

Bayesian hierarchical statistical meta-analysis for NMA with a single outcome has been investigated actively. The methods and BUGS code of Lu and Ades (LA) (2004, 2006) allowed Bayesian NMA models for a single binary outcome to gain popularity, and subsequent papers by the National Institute for Health and Care Excellence (NICE) group in the United Kingdom (e.g., Dias et al. 2013) show the extension of these models to other types of outcomes (continuous, count, etc.). Recently, developing Bayesian NMA methods for multiple outcomes is getting attention (Bujkiewicz et al. 2013; Efthimiou et al. 2014, 2015; Hong et al. 2012, 2016; Schmid et al. 2014; Wei and Higgins 2013). For example, our motivating diabetes data, which will be discussed in depth in Section 12.2, include two efficacy outcomes, fasting blood glucose (BG) and hemoglobin A1c (HbA1c); the dataset in Hong et al. (2016) also includes two efficacy outcomes related to knee osteoarthritis, pain, and disability scores. In fact, many randomized-controlled trials (RCTs) measure several secondary, often patient-centered outcomes, rather than a single primary outcome such as death. NMA can analyze multiple outcomes and
Bayesian Network Meta-Analysis for Multiple Endpoints deliver more sophisticated results by incorporating all measurements and their correlations.

Another issue which has not had as much attention is the sparsity of NMA data. Since most RCTs include only two or three treatment arms, often including a control group (typically, “usual care” in CER), many potential arms are missing. For example, Table 12.1 presents our motivating dataset wherein the empty cells correspond to missing arms. We can calculate the missingness rate of this dataset by taking the ratio of the number of empty cells and the number of all cells which is 54/90 or 60%. Obviously this problem worsens as the total number of treatments increases. When missingness is not completely at random and depends on some observed or unobserved information, ignoring the problem can yield biased results (Little and Rubin 2002). Current widely used NMA models often ignore such missing components. However, we can borrow strength across missing and observed data by imputing the missing values in a Bayesian hierarchical model with correlations across arms and outcomes using Markov chain Monte Carlo (MCMC) algorithms.

In this chapter, we review existing LA-style NMA models, and also discuss more recent Bayesian missing data approaches for bivariate continuous outcomes, using an application to type 2 diabetes data as motivation. We interpret and compare our data-analytic findings across models having various assumptions using a sensible treatment-ranking system. We also provide a simulation study to investigate the performance of the different models in terms of correct model selection and confidence interval coverage probability when the model is correctly specified or misspecified.

12.2 Motivating Example
Diabetes mellitus, or simply diabetes, is a disease characterized by elevated BG. It is a major cause of kidney failure, nonacute lower-limb amputations, blindness, heart disease, and stroke. As a result, diabetes is one of the leading causes of death worldwide. On the basis of data from the Centers for Disease Control and Prevention (http://www.cdc.gov/diabetes/pubs), in 2011, diabetes affected 25.8-million American people, a roughly 8.3% of the U.S. population. New cases are diagnosed at a rate of roughly 1-million people per year. There are two common types of diabetes: Type-1 diabetes mellitus (T1DM) and Type-2 diabetes mellitus (T2DM). T1DM results from body’s failure to produce insulin. T2DM is caused by inadequate insulin secretion, failing to properly use insulin, or increased insulin resistance. An important goal of treating diabetes patients is to lower their BG, but we also want to avoid further hypoglycemic episodes as well as long-term complications. For T2DM patients, treatments often start with improved diet and exercise.
### TABLE 12.1
Type 2 Diabetes Data with Respect to Fasting BG Change and HbA1c Changes

<table>
<thead>
<tr>
<th>Study</th>
<th>Placebo</th>
<th>Gliclazide</th>
<th>Metformin</th>
<th>Pioglitazone</th>
<th>Rosiglitazone</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Y_{ikt}$</td>
<td>$s_{ikt}$</td>
<td>$n_{ikt}$</td>
<td>$Y_{ikt}$</td>
<td>$s_{ikt}$</td>
</tr>
<tr>
<td>Fasting BG change (mmol/L)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-2.79</td>
<td>2.62</td>
<td>525</td>
<td>-2.96</td>
<td>2.42</td>
</tr>
<tr>
<td>2</td>
<td>-2.93</td>
<td>2.83</td>
<td>564</td>
<td>-2.79</td>
<td>2.48</td>
</tr>
<tr>
<td>3</td>
<td>-3.15</td>
<td>3.13</td>
<td>295</td>
<td>-2.92</td>
<td>2.42</td>
</tr>
<tr>
<td>4</td>
<td>-2.26</td>
<td>2.87</td>
<td>291</td>
<td>-2.43</td>
<td>2.66</td>
</tr>
<tr>
<td>5</td>
<td>-3.03</td>
<td>3.20</td>
<td>90</td>
<td>-2.61</td>
<td>2.85</td>
</tr>
<tr>
<td>6</td>
<td>-2.14</td>
<td>2.28</td>
<td>51</td>
<td>-2.24</td>
<td>2.03</td>
</tr>
<tr>
<td>7</td>
<td>-2.90</td>
<td>3.13</td>
<td>272</td>
<td>-2.53</td>
<td>2.44</td>
</tr>
<tr>
<td>8</td>
<td>0.26</td>
<td>4.70</td>
<td>134</td>
<td>-1.90</td>
<td>5.00</td>
</tr>
<tr>
<td>9</td>
<td>1.56</td>
<td>5.90</td>
<td>8</td>
<td>-3.81</td>
<td>3.78</td>
</tr>
<tr>
<td>HbA1c change (%)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>-1.81</td>
<td>1.12</td>
<td>525</td>
<td>-1.56</td>
<td>1.12</td>
</tr>
<tr>
<td>2</td>
<td>-1.82</td>
<td>1.10</td>
<td>564</td>
<td>-1.60</td>
<td>1.04</td>
</tr>
<tr>
<td>3</td>
<td>-1.75</td>
<td>1.02</td>
<td>295</td>
<td>-1.50</td>
<td>0.99</td>
</tr>
<tr>
<td>4</td>
<td>-1.40</td>
<td>0.99</td>
<td>291</td>
<td>-1.24</td>
<td>0.96</td>
</tr>
<tr>
<td>5</td>
<td>-1.51</td>
<td>1.11</td>
<td>90</td>
<td>-1.25</td>
<td>1.10</td>
</tr>
<tr>
<td>6</td>
<td>-0.96</td>
<td>1.01</td>
<td>51</td>
<td>-0.75</td>
<td>0.76</td>
</tr>
<tr>
<td>7</td>
<td>-1.70</td>
<td>1.18</td>
<td>272</td>
<td>-1.45</td>
<td>1.04</td>
</tr>
<tr>
<td>8</td>
<td>-0.24</td>
<td>0.90</td>
<td>134</td>
<td>-0.80</td>
<td>1.01</td>
</tr>
<tr>
<td>9</td>
<td>1.19</td>
<td>0.90</td>
<td>8</td>
<td>-1.11</td>
<td>1.56</td>
</tr>
</tbody>
</table>

Note: $Y_{ikt}$ is the sample mean, $s_{ikt}$ is the sample standard deviation, and $n_{ikt}$ is the sample size for the $k$th treatment with respect to the $t$th outcome in the $i$th study.
When glycemic control can no longer be achieved with these tools alone, oral antihyperglycemic agents are added (Nathan et al. 2009).

The diabetes NMA dataset contains nine trials. All of these trials were multicenter, double-blind, randomized clinical trials for T2DM patients who had failed on diet and exercise alone. All studies are phase II or III trials of pioglitazone for patients using mono-therapy. The treatments are all oral antihyperglycemic agents: metformin, gliclazide, pioglitazone, and rosiglitazone. Two important efficacy measurements for the treatment of diabetes are considered: fasting BG, and HbA1c. Fasting BG values are measured before patients have breakfast, and is often the first test done to check for diabetes; it is also used to adjust the dose for many diabetes medications. HbA1c values instead measure the average level of BG over the previous 3 months, and indicate how well patients are controlling their diabetes. Each study measured fasting BG change and HbA1c change between pretreatment (baseline) and after a 6-month treatment period. Thus, the two outcomes indicate how much a drug lowers fasting BG and HbA1c in 6 months.

Table 12.1 displays the data with respect to these two outcomes. Each study reports the sample mean ($\bar{Y}_{ik\ell}$), sample standard deviation ($s_{ik\ell}$), and sample size ($n_{ik\ell}$) of its arms for fasting BG change and HbA1c change. Figure 12.1 exhibits the network between drugs, which is the same for the two outcomes. In Figure 12.1, the size of each node corresponds to the number of trials considering the drug, while the thickness of each edge represents the total number of patients for the relation. The number of studies for the relation is provided on each edge.

We make two comments regarding our example. First, we consider clinical outcomes in our illustrative example, though CER usually focuses on patient-centered outcomes, such as quality of life. The same statistical NMA models can be applied with patient-centered outcomes if all studies report comparable measurements. Second, in CER, the standard of care is often considered to be a reference treatment while placebo is the most common control arm in RCTs for pharmaceutical drugs. However, every trial of our diabetes data...
includes the pioglitazone arm, leading to the star network in Figure 12.1. This is because these NMA data were provided by Eli Lilly Company and resulted from their interest in investigating pioglitazone, one of their products. We recommend selecting the most frequently observed treatment as the reference treatment in NMA analysis, to reduce statistical modeling and computational complexities. Therefore, we select pioglitazone as the reference treatment, rather than placebo in our data analysis.

12.3 Bayesian Models for Multiple Endpoints NMA Analysis

We consider \( L \) continuous outcomes compared over \( K \) treatments from \( I \) studies. Specifically, our diabetes data have \( L = 2 \), \( K = 5 \), and \( I = 9 \). For each continuous outcome, we assume we can potentially observe the sample mean \((Y_{ik\ell})\), standard deviation \((s_{ik\ell})\), and sample size \((n_{ik\ell})\) in the \( k \)th treatment arm from the \( i \)th study with respect to the \( \ell \)th outcome. We assign \( \ell = 1 \) for the fasting BG outcome and 2 for the HbA1c outcome.

We can write the likelihood of \( Y_{ik\ell} \) in two ways, depending on whether we assume the study-specific standard deviation is known or unknown. First, the likelihood assuming standard deviations \( \sigma_{\ell}^2 \) is known and simply set equal to \( s_{ik\ell}^2 \) can be written as

\[
Y_{ik\ell} | \Delta_{ik\ell}, \frac{s_{ik\ell}^2}{n_{ik\ell}} \sim N \left( \Delta_{ik\ell}, \frac{s_{ik\ell}^2}{n_{ik\ell}} \right), \quad i = 1, \ldots, I, \quad k = 1, \ldots, K, \quad \ell = 1, \ldots, L, \tag{12.1}
\]

where \( \Delta_{ik\ell} \) is the true population mean and we consider \( k = 1 \) to be the reference treatment (pioglitazone in our example). Clearly Equation 12.1 is an approximation and relies on the \( s_{ik\ell}^2 \) being good estimates. Alternatively, we can consider the \( s_{ik\ell} \) as separate data from \( Y_{ik\ell} \), and assume they estimate a common true outcome-specific standard deviation \( \sigma_{\ell} \)

\[
Y_{ik\ell} | \Delta_{ik\ell}, \sigma_{\ell} \sim \text{ind} N \left( \Delta_{ik\ell}, \frac{\sigma_{\ell}^2}{n_{ik\ell}} \right), \tag{12.2}
\]

and \((n_{ik\ell} - 1)s_{ik\ell}^2 | \sigma_{\ell} \sim \text{Gamma} \left( \frac{n_{ik\ell} - 1}{2}, \frac{1}{2\sigma_{\ell}^2} \right), \tag{12.3}\)

with Equations 12.2 and 12.3 statistically independent. Section 8.3 of Spiegelhalter et al. (2004) shows how this model is justified: Basu’s theorem guarantees the independence, and the Gamma distribution comes from the multiple of the chi-square distributions for the sample variances. Since LA develop NMA models under the first likelihood, we denote it as LA style, whereas we
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refer to the second likelihood as SAM style, following the preceding reference. We remark that all models in this section can be easily extended to binary or count events by replacing the normal likelihood with an appropriate alternate distribution and link function.

In the remainder of this section, we will present 10 different NMA models under various assumptions. Table 12.2 offers a brief summary of the assumptions made across the 10 models.

12.3.1 Contrast-Based Models

12.3.1.1 Nonimputation Approach

For NMA, we can readily fit a fixed effects model which assumes that treatment effects are the same across all studies. The model can be written as

$$
\Delta_{ik\ell} = \alpha_{iB\ell} + d_{Bk\ell}, \quad (12.4)
$$

where $B$ represents a baseline treatment (usually placebo), $\alpha_{iB\ell}$ is the baseline treatment effect in the $i$th study, and $d_{Bk\ell}$ is the fixed mean contrast between treatment $k$ and the baseline treatment with $d_{Bk\ell} \equiv 0$ when $k = B$ for outcome $\ell$. We refer to Equation 12.4 as a contrast-based (CB) model. Setting $B = 1$, we can infer treatment effects with $d_{1k\ell}$, which compares the $k$th treatment to the reference treatment. Under the consistency assumption, we can define

$$
d_{Bk\ell} = d_{1k\ell} - d_{1B\ell}
$$

and compare treatment effects through $d_{1k\ell}$, not $d_{Bk\ell}$. Alternatively, the fixed mean absolute effect can be calculated as $E(\alpha_{i1\ell}) + d_{1k\ell}$, where $E(\alpha_{i1\ell})$ is interpreted as the average effect of the reference treatment for outcome $\ell$. We denote the fixed effects model under the SAM likelihood as SAMFE, and under the LA likelihood as LAFE.

Next, to allow for variability of treatment effects between studies, we can add random effects respecifying model (12.4) to

$$
\Delta_{ik\ell} = \alpha_{iB\ell} + \delta_{iBk\ell}, \quad (12.5)
$$

where $\delta_{iBk\ell}$ is the random contrast between treatment $k$ and $B$ in the $i$th study for outcome $\ell$, and where we take $\delta_{11k\ell} = 0$. One constraint in this CB random effects model is that $\alpha_{iB\ell}$ and $\delta_{iBk\ell}$ are considered to be independent, that is, this model does not incorporate any correlation between the baseline effect and the effect contrast. Specifically, we assume that the random contrasts independently follow a normal distribution, such as

$$
\delta_{iBk\ell} \overset{iid}{\sim} N(d_{1k\ell} - d_{1B\ell}, \tau^2_{\ell}), \quad (12.6)
$$

where $\tau^2_{\ell}$ is an outcome-specific variance. In this random effects model, we assume homogeneous variance $\tau^2_{\ell}$ across all $K$ treatments; for the specification of heterogeneous variance random effects model,
### TABLE 12.2
Summary of Model Assumptions

<table>
<thead>
<tr>
<th>Likelihood</th>
<th>Parameterization</th>
<th>Treatment Effect</th>
<th>Missing Arm Imputation</th>
<th>Treatment-Wise Correlation</th>
<th>Outcome-Wise Correlation</th>
</tr>
</thead>
<tbody>
<tr>
<td>SAMFE</td>
<td>SAM style</td>
<td>CB</td>
<td>Fixed effect</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>LAFE</td>
<td>LA style</td>
<td>CB</td>
<td>Fixed effect</td>
<td>No</td>
<td>No</td>
</tr>
<tr>
<td>SAMRE</td>
<td>SAM style</td>
<td>CB</td>
<td>Random effect</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>LARE</td>
<td>LA style</td>
<td>CB</td>
<td>Random effect</td>
<td>No</td>
<td>Yes</td>
</tr>
<tr>
<td>CBRE1</td>
<td>LA style</td>
<td>CB</td>
<td>Random effect</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>CBRE2</td>
<td>LA style</td>
<td>CB</td>
<td>Random effect</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>CBRE3</td>
<td>LA style</td>
<td>CB</td>
<td>Random effect</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>ABRE1</td>
<td>LA style</td>
<td>AB</td>
<td>Random effect</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>ABRE2</td>
<td>LA style</td>
<td>AB</td>
<td>Random effect</td>
<td>Yes</td>
<td>No</td>
</tr>
<tr>
<td>ABRE3</td>
<td>LA style</td>
<td>AB</td>
<td>Random effect</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>
see Lu and Ades (2006). As before, the random effects model under the SAM likelihood will be called the SAMRE model, and that under the LA likelihood will be called the LARE model.

12.3.1.2 Missing Data Framework

A common issue with NMA data is that they feature many missing arms, because most trials are designed for just two or three study arms among all possible treatments (which often exceed five in number). The resulting sparsity of NMA data can lead to biased estimates when the missingness does not occur randomly (Little and Rubin 2002). Another common issue, especially problematic for CB models, is the frequent lack of a common baseline treatment across studies. This makes it hard to interpret the $\alpha_{iB}$ or use them in decision making. To try to avoid misleading results, we can instead impute unobserved arms by considering them as unknown parameters in the Bayesian model. Under this missing data framework, all studies are assumed to have a common (though possibly missing) baseline treatment, that is, $B$ in Equation 12.5 is always 1. Another advantage of an imputation approach is that we can easily consider correlations between all treatments and/or outcomes under various assumptions. In our preliminary analysis, we found the SAM likelihood to provide rather implausible sample standard deviation estimates for our random effects models and exhibit poorer deviance information criterion (DIC) performance than models under the LA likelihood. The additional parameter $\sigma_{\ell}$ in the SAM likelihood might lead to large $D$ (see Table 12.3), because it is a parameter to be estimated in Equation 12.2 and simultaneously a hyperparameter in Equation 12.3. As such, we will consider only the LA likelihood in our missing data framework. In addition, fixed effects model cannot be applied in the missing data framework because we impute random effects. Thus, we develop our approach using only random effects models.

### Table 12.3

Model Comparisons with DIC for the Diabetes II Data Analysis

<table>
<thead>
<tr>
<th></th>
<th>SAMFE</th>
<th>LAFE</th>
<th>SAMRE</th>
<th>LARE</th>
<th>CBRE1</th>
<th>CBRE2</th>
<th>CBRE3</th>
<th>ABRE1</th>
<th>ABRE2</th>
<th>ABRE3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p_D$</td>
<td>25.6</td>
<td>26.0</td>
<td>33.0</td>
<td>32.1</td>
<td>30.9</td>
<td>30.5</td>
<td>29.0</td>
<td>32.3</td>
<td>31.2</td>
<td>28.9</td>
</tr>
<tr>
<td>$D$</td>
<td>53.6</td>
<td>47.0</td>
<td>45.1</td>
<td>42.7</td>
<td>37.2</td>
<td>37.4</td>
<td>35.0</td>
<td>34.9</td>
<td>34.9</td>
<td>34.6</td>
</tr>
<tr>
<td>DIC</td>
<td>79.2</td>
<td>73.0</td>
<td>78.1</td>
<td>74.8</td>
<td>68.1</td>
<td>67.9</td>
<td>64.0</td>
<td>67.2</td>
<td>66.1</td>
<td>63.5</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: DIC is the sum of $D$, a measure of goodness of fit, and $p_D$, an effective number of model parameters. Smaller DIC values indicate better models.
In this approach, the random effects model has the same form as in Equation 12.5 with $B = 1$, and the independent specification of the $\delta_{i1k\ell}$ in Equation 12.6 is replaced with a matrix form. If we first assume independence between outcomes but not treatments, Equation 12.6 would be rewritten as

$$\delta_{i\ell}^{Trt} \sim \text{MVN} \left( \mathbf{d}_{\ell}^{Trt}, \Sigma_{\ell}^{Trt} \right),$$

(12.7)

where $\delta_{i\ell}^{Trt} = (\delta_{i1\ell}, \ldots, \delta_{iK\ell})^T$, $\mathbf{d}_{\ell}^{Trt} = (d_{1\ell}, \ldots, d_{K\ell})^T$, and $\Sigma_{\ell}^{Trt}$ is a $(K - 1) \times (K - 1)$ unstructured covariance matrix for $\ell = 1, \ldots, L$. Note that since $\delta_{i1\ell}$ and $d_{1\ell}$ are always 0 by definitions, they are not included in $\delta_{i\ell}$ and $\mathbf{d}_{\ell}$. Here, $\Sigma_{\ell}^{Trt}$ captures the correlation of random contrasts between treatments independently and uniquely for each outcome $\ell$. We refer to this model as a contrast-based random effects model assuming independence between outcomes (CBRE1).

Next, suppose we instead allow correlation between outcomes but insist an independence between treatments. Then, the matrix specification of the $\delta_{i1k\ell}$ in Equation 12.7 will change to

$$\delta_{ik\ell}^{Out} \sim \text{MVN} \left( \mathbf{d}_{k\ell}^{Out}, \Sigma_{k}^{Out} \right),$$

(12.8)

where $\delta_{ik\ell}^{Out} = (\delta_{i1k}, \ldots, \delta_{iKk})^T$, $\mathbf{d}_{k\ell}^{Out} = (d_{1k}, \ldots, d_{Kk})^T$, and $\Sigma_{k}^{Out}$ is an $L \times L$ unstructured covariance matrix for $k = 2, \ldots, K$. In this model, the covariance matrix $\Sigma_{k}^{Out}$ accounts for all the relationships among the random contrasts between outcomes. We call this model CBRE2. Note that we can also use the same $\Sigma_{k}^{Out}$ for all $k$, if such an assumption is reasonable.

Finally, we can incorporate both between-treatment and between-outcome correlations by allowing two independent sets of random effects. Under this assumption, model (12.5) is rewritten as

$$\Delta_{ik\ell} = \alpha_{i1\ell} + d_{1k\ell} + \nu_{ik} + \omega_{i\ell},$$

(12.9)

where $\nu_i = (\nu_{i2}, \ldots, \nu_{iK})^T \sim \text{MVN}(0, R^{Trt})$, $\omega_i = (\omega_{i1}, \ldots, \omega_{iL})^T \sim \text{MVN}(0, R^{Out})$, and the $\nu_{ik}$ and $\omega_{i\ell}$ are assumed to be independent. Here, $R^{Trt}$ and $R^{Out}$ are $(K - 1) \times (K - 1)$ and $L \times L$ unstructured covariance matrices capturing correlations between treatments and outcomes, respectively. We denote this model by CBRE3.

### 12.3.2 Arm-Based Models

The primary parameter of interest in a CB model is a relative effect, such as a mean difference and log odds ratio between two treatments for continuous and binary outcomes, respectively. An alternative parametrization is the so-called arm-based (AB) method, which attempts to deal with absolute rather than relative effects. The AB approach delivers a pure treatment...
effect with a more straightforward interpretation. The choice of AB or CB parameterization depends on the questions of interest. In our diabetes data example, the objective of treatment is to lower HbA1c to a certain level; as such, a patient might want to know the expected posttreatment decrease in HbA1c, not the net decrease compared to the reference treatment. In this case, AB models could deliver more appropriate information for decision makers. Compared to CB models, AB models are less constrained because CB models assume independence between baseline and relative treatment effects while AB models do not. However, AB models do require somewhat stronger assumptions regarding the similarity and exchangeability of all populations (and not merely effects relative to baseline), in order to permit meaningful clinical inference. That is, the target populations of studies in NMA data should be similar. This assumption cannot be tested statistically, but can be investigated empirically by comparing baseline sample characteristics of all studies.

In this approach, we respecify Equation 12.5 as

$$\Delta_{ik\ell} = \mu_{k\ell} + \eta_{ik\ell},$$  \hspace{1cm} (12.10)

where $\mu_{k\ell}$ is the fixed mean effect of treatment $k$ with respect to outcome $\ell$, and $\eta_{ik\ell}$ is the study-specific random effect. Again, we will introduce AB models only under the LA likelihood within the missing data framework.

Similar to CB models, we begin by assuming independent random effects between outcomes, where the random effects $\eta_{ik\ell}$ in Equation 12.10 can be modeled as $$(\eta_{11\ell}, \ldots, \eta_{1K\ell})^T \sim \text{MVN}(\mathbf{0}, \Lambda_{Trt}^T),$$ with $\Lambda_{Trt}^T$ a $K \times K$ unstructured covariance matrix capturing relations among random effects between treatments, for $\ell = 1, \ldots, L$. We denote this model as ABRE1. Next, we can instead allow dependence of random effects between outcomes but independence between treatments by defining $$(\eta_{1k1}, \ldots, \eta_{1kL})^T \sim \text{MVN}(\mathbf{0}, \Lambda_k^{Out}),$$ where $\Lambda_k^{Out}$ is an $L \times L$ unstructured covariance matrix capturing correlations between outcomes, for $k = 1, \ldots, K$. We refer to this model as ABRE2, where again we can use the same $\Lambda_k^{Out}$ for all $k$ assuming homogeneity of variance for random effects across treatments within each outcome. Finally, we can allow both correlation sources by rewriting the mean structure (12.10) as $\Delta_{ik\ell} = \mu_{k\ell} + \nu_{ik} + \omega_{i\ell},$ where $$(\nu_{11}, \ldots, \nu_{IK})^T \sim \text{MVN}(\mathbf{0}, \mathbf{D}^{Trt}),$$ $$(\omega_{i1}, \ldots, \omega_{iL})^T \sim \text{MVN}(\mathbf{0}, \mathbf{D}^{Out}),$$ and $\nu_{ik}$ and $\omega_{i\ell}$ are independent. Here, $\mathbf{D}^{Trt}$ and $\mathbf{D}^{Out}$ are $K \times K$ and $L \times L$ unstructured covariance matrices.

12.3.3 Prior Distribution Selection and Computational Notes

In applied Bayesian analysis, we often utilize noninformative prior distributions that allow the data to drive the posterior information. For models under the nonimputation method, we use a vague normal prior distribution, namely $N(0, 100^2)$, for the $\alpha_{iB\ell}$ and $d_{Bk\ell}$, and a vague Uniform distribution, $\text{Uniform}(0.01, 10)$, for the $\tau_{\ell}$. We can certainly adopt other priors for $\tau_{\ell}$, such
as an inverse gamma or half-normal distribution, but Gelman (2006) shows that a Uniform prior works fairly well unless the number of studies is small (say, <5). In the SAM likelihood, the common sample standard deviation, $\sigma$, is often assigned a log-Uniform priors, that is, $\log(\sigma) \sim \text{Uniform}(-10, 10)$ (Gelman 2006).

Models under the missing data framework, CBREs and ABREs, also use a vague normal prior distribution for the $\alpha_{iB}^{\ell}, d_{Bk}^{\ell},$, and $\mu_k^{\ell}$, while all inverse covariance matrices follow a Wishart$(\Omega, \gamma)$ with a mean of $\gamma \Omega^{-1}$ and $\gamma$ taken to be the matrix dimension, the smallest value yielding for a proper Wishart prior. For our data analysis, we select $\Omega$ to be the identity matrix, a noninformative specification that still ensures MCMC convergence. In this chapter, we use only noninformative priors since we lack expert opinions or historical data needed to inform a prior. However, informative priors could be incorporated when there is auxiliary information providing strong evidence for an effect size or its distribution, though this appears fairly rare in CER.

OpenBUGS or WinBUGS (Lunn et al. 2000) is readily used for NMA Bayesian data analysis. We typically obtain 50,000 MCMC samples after a 50,000-iteration burn-in with two parallel sampling chains. To check MCMC convergence, we used standard diagnostics, including trace plots and lag 1 sample autocorrelations (Carlin and Louis 2009, Section 3.4). For simulation studies, we used the rjags package in R, where we call JAGS (Plummer et al. 2003) 500 times from R, once for each simulated dataset. JAGS is a C++-based version of the BUGS language popular with developers.

### 12.3.4 Decision Making with Multiple Endpoints

To identify the best treatment, we can certainly compare the posteriors of the $d_{1k\ell}$ or $\mu_k^{\ell}$, but those quantities only give outcome-specific information. In this section, we will introduce a Bayesian probability-based decision-making tool that enables us to combine across multiple outcomes. Suppose $\theta_k^{\ell}$ is the marginal posterior absolute effect under treatment $k$ for outcome $\ell$. Denoting the data on outcome $\ell$ by $y^{(\ell)}$, we can calculate the posterior probability of being the best treatment under each outcome when the outcome has a positive interpretation (e.g., positive responses in a quality-of-life questionnaire) as

$$Pr\{k \text{ is the best treatment} | y^{(\ell)}\} = Pr\{\text{rank}(\theta_k^{(\ell)}) = 1 | y^{(\ell)}\}. \quad (12.11)$$

We denote this probability by “Best1.” For a negative outcome (e.g., the number of adverse events such as dry mouth), we simply change 1 to $K$ on the right-hand side of Equation 12.11. Similarly, one can calculate the probability of being the first or second-best treatment, denoted by “Best12,” by replacing the right-hand side of Equation 12.11 with $Pr\{\text{rank}(\theta_k^{(\ell)}) = 1 \text{ or } 2 | y^{(\ell)}\}$, where again small ranks indicate best treatments.
Next, to combine these univariate probabilities over all the endpoints and obtain one omnibus measure of “best,” we might utilize an overall, weighted score. Suppose that $T^{(\ell)}_k = \theta^{(\ell)}_k$ for positive outcomes and $T^{(\ell)}_k = -\theta^{(\ell)}_k$ for negative outcomes, so that high values of $T^{(\ell)}_k$ indicate the best condition. Define the overall score as

$$S_k = \sum_{\ell} w^{(\ell)} T^{(\ell)}_k,$$

where $w^{(\ell)}$ is the weight for outcome $\ell$, and $\sum_{\ell} w^{(\ell)} = 1$. This score can be used to obtain overall Best1 and Best12 probabilities by replacing $\theta^{(\ell)}_k$ by $S_k$ in Equation 12.11. Sensible weights can be chosen by physicians or public health professionals based on their relative preferences among outcomes; they are not estimated from the data. For example, if a patient were more concerned about possible adverse events from a treatment than its benefits, she might prefer a large weight on a safety outcome. In addition, we can compare Best probabilities estimated under various weights to investigate how robust those probabilities are to this choice, and illustrate such results in Section 12.4.

Another tool for decision making is to identify an acceptable drug, using a metric that captures whether a treatment performs better or worse than a certain level. This might be useful in CER for physicians or patients to rule out an acceptable treatment, specifically when nonpharmaceutical or educational treatments are compared. Most pharmaceutical drugs investigated using RCTs are approved by Food and Drug Administration (FDA), so that they should have significantly more efficacy than placebo. Recall that the mean absolute effect for treatment $k$ with respect to an outcome $\ell$ is $\mu_{k\ell}$, and this can be obtained by the sum of the mean reference treatment effect and $d_{1k\ell}$ under the CB parameterization. Thus, we may define drug $k$ as acceptable for a specific outcome $\ell$ if

$$Pr\{\mu_{k\ell} > \mu^{*}_{k\ell}\} > p^A_{\ell},$$

where larger values of $\mu_{k\ell}$ mean better performance, $\mu^{*}_{k\ell}$ is a prespecified constant chosen to reflect clinical significance, and $p^A_{\ell}$ is also a fixed probability, typically fairly large (say, 0.9) (Chuang-Stein et al. 2011). The inequality sign would be flipped when smaller values of $\mu_{k\ell}$ indicate better drugs. The left-hand side probability in Equation 12.13 can be easily calculated under our MCMC-based Bayesian framework.

### 12.4 Analysis of Diabetes Data

We fit the 10 different models listed in Table 12.2: four nonimputation models (two fixed effects and two random effects models under the SAM and LA
likelihood specifications), and six random effects models under the missing data framework (three CB and three AB models under various correlation assumptions). We consider three correlation assumptions for each of the CB and AB models: independence between outcomes but dependence between treatments, dependence between outcomes but independence between treatments, and dependence both between treatments and between outcomes (but not between treatments and outcomes). Table 12.3 shows results for Bayesian model selection using the DIC. DIC is the sum of $D$, a measure of goodness of fit, and $pD$, an effective number of model parameters (Spiegelhalter et al. 2002). Smaller DIC values indicate better models, with a DIC difference of five or more considered to be practically meaningful. For all CB and AB models, we calculate $D$ using only the observed data (not the imputed data). For the nonimputation approach, models under SAM likelihood give the largest DIC values, with $pD$ differences of roughly 1 between SAM and LA fixed and random effects models, resulting from additional population variance parameters. Moving to the CBRE and ABRE models, we observe large drops in $D$, with CBRE3 and ABRE3 giving the smallest DIC values (about 10 units smaller than those of the nonimputation models). Generally, model-based imputation of unobserved arms yielded better DIC performance than ignoring such arms for these diabetes data.

Figure 12.2 displays point and interval estimate of absolute treatment effects (i.e., mean changes) for each outcome. For both outcomes, the four nonimputation models produce significantly narrower 95% credible intervals than all CB and AB models, due to their failure to capture all sources of data uncertainty. Note that SAMRE gives slightly wider credible intervals than LARE, since SAMRE contains more parameters to be estimated. As we expected, the estimates for pioglitazone are the most precise, with narrow 95% credible intervals (since all nine studies investigate pioglitazone), while those for placebo and rosiglitazone have relatively wide intervals and are less consistent across models. In addition, placebo and rosiglitazone are not significantly effective in decreasing HbA1c (only two and one studies investigate placebo and rosiglitazone), and rosiglitazone is also not significantly effective for fasting BG change under CBRE1. Gliclazide, metformin, and pioglitazone help to decrease BG with respect to both outcomes, but do not differ significantly from each other (note the overlapping 95% credible intervals).

The estimated sample standard deviations under SAMFE and SAMRE are the same in each outcome ($\hat{\sigma}_1 = 2.876$ and $\hat{\sigma}_2 = 1.063$), and the posterior distributions appear perfectly Gaussian with 95% credible intervals equal to $\pm 1.96 \times \text{sd}(\hat{\sigma}_\ell)$, where “sd” stands for standard deviation, revealing that the posterior standard deviations $\sigma_\ell$ are unaffected by the presence of random effects. The posterior median of random effect variability $\tau_\ell$ in Equation 12.6 is estimated as follows: $(\hat{\tau}_1, \hat{\tau}_2) = (0.29, 0.30)$ under SAMRE, and $(\hat{\tau}_1, \hat{\tau}_2) = (0.25, 0.11)$ under LARE. Overall, CB and AB models give a bit larger variability estimates, likely because they incorporate additional uncertainty from
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FIGURE 12.2
Interval plots for the Diabetes II data analysis: (a) Fasting BG change; (b) HbA1c change. The estimated absolute treatment effects with associated 95% BCI are plotted under 10 different models.
the missing data. CBRE1 can be compared to LARE equivalently because both models assume independence between outcomes, although only CBRE1 allows unstructured correlation between treatments. Note that CBRE1 estimates the variability for each treatment, and the square roots of the diagonal elements of \( \Sigma_{\ell}^{Trt} \) in Equation 12.7 are between 0.5 and 0.8 for both outcomes, where 0.8 is the variability of the contrast between rosiglitazone and pioglitazone, estimated from only one study. The between-treatment correlation is estimated as 0.27 (−0.41, 0.75) and 0.36 (−0.29, 0.77) under the CBRE2 and ABRE2 models, respectively, indicating a weak positive linear relationship.

Table 12.4 shows Best12 probabilities (as defined in Section 12.3.4) and associated standard errors (in parentheses) to help find the best drug under simultaneous consideration of both the fasting BG and HbA1c outcomes using models such as LAFE, LARE, and ABRE3. We specify \( S_k \) in Equation 12.12 as 
\[
S_k = w T_k^{(FBG)} + (1 - w) T_k^{(HbA1c)},
\]
where FBG stands for fasting BG, and consider three different weights: \( w = 0.5 \) for an equal weight on both outcomes, \( w = 0.8 \) for heavier weighting on the short-term fasting BG measure, and \( w = 0.2 \) for heavier weighting on HbA1c, the longer-term measure. Again, the weight is chosen by a patient or physician based on personal preferences.

<table>
<thead>
<tr>
<th></th>
<th>( w = 0.5 )</th>
<th>( w = 0.8 )</th>
<th>( w = 0.2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Lu and Ades fixed effects model (LAFE)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Placebo</td>
<td>0.000 (0.00)</td>
<td>0.000 (0.00)</td>
<td>0.000 (0.00)</td>
</tr>
<tr>
<td>Gliclazide</td>
<td><strong>0.916 (0.28)</strong></td>
<td><strong>0.842 (0.36)</strong></td>
<td>0.981 (0.14)</td>
</tr>
<tr>
<td>Metformin</td>
<td>0.803 (0.40)</td>
<td>0.478 (0.50)</td>
<td><strong>0.985 (0.12)</strong></td>
</tr>
<tr>
<td>Pioglitazone</td>
<td>0.023 (0.15)</td>
<td>0.187 (0.39)</td>
<td>0.000 (0.00)</td>
</tr>
<tr>
<td>Rosiglitazone</td>
<td>0.258 (0.44)</td>
<td>0.493 (0.50)</td>
<td>0.034 (0.18)</td>
</tr>
<tr>
<td><strong>Lu and Ades random effects model (LARE)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Placebo</td>
<td>0.000 (0.01)</td>
<td>0.000 (0.02)</td>
<td>0.001 (0.03)</td>
</tr>
<tr>
<td>Gliclazide</td>
<td><strong>0.779 (0.41)</strong></td>
<td><strong>0.692 (0.46)</strong></td>
<td>0.880 (0.33)</td>
</tr>
<tr>
<td>Metformin</td>
<td>0.767 (0.42)</td>
<td>0.590 (0.49)</td>
<td><strong>0.903 (0.30)</strong></td>
</tr>
<tr>
<td>Pioglitazone</td>
<td>0.138 (0.34)</td>
<td>0.241 (0.43)</td>
<td>0.080 (0.27)</td>
</tr>
<tr>
<td>Rosiglitazone</td>
<td>0.316 (0.46)</td>
<td>0.478 (0.50)</td>
<td>0.137 (0.34)</td>
</tr>
<tr>
<td><strong>Arm-based random effects model 3 (ABRE3)</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Placebo</td>
<td>0.001 (0.03)</td>
<td>0.000 (0.02)</td>
<td>0.005 (0.07)</td>
</tr>
<tr>
<td>Gliclazide</td>
<td>0.686 (0.46)</td>
<td><strong>0.662 (0.47)</strong></td>
<td>0.708 (0.45)</td>
</tr>
<tr>
<td>Metformin</td>
<td><strong>0.711 (0.45)</strong></td>
<td>0.647 (0.48)</td>
<td><strong>0.762 (0.43)</strong></td>
</tr>
<tr>
<td>Pioglitazone</td>
<td>0.317 (0.47)</td>
<td>0.353 (0.48)</td>
<td>0.284 (0.45)</td>
</tr>
<tr>
<td>Rosiglitazone</td>
<td>0.285 (0.45)</td>
<td>0.338 (0.47)</td>
<td>0.241 (0.43)</td>
</tr>
</tbody>
</table>

Note: Associated standard errors are in parentheses. Three different weights are incorporated (\( w = 0.2, 0.5, \) and 0.8). The highest Best12 probabilities in each model are in bold.
TABLE 12.5
Acceptability Probabilities under the LAFE, LARE, and ABRE3 Models When $\mu^*_{k1} = -2$ and $\mu^*_{k2} = -1$

<table>
<thead>
<tr>
<th></th>
<th>Fasting BG Change</th>
<th>HbA1c Change</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LAFE</td>
<td>LARE</td>
</tr>
<tr>
<td>Placebo</td>
<td>0.001</td>
<td>0.004</td>
</tr>
<tr>
<td>Gliclazide</td>
<td>1.000</td>
<td>0.987</td>
</tr>
<tr>
<td>Metformin</td>
<td>1.000</td>
<td>0.988</td>
</tr>
<tr>
<td>Pioglitazone</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>Rosiglitazone</td>
<td>0.965</td>
<td>0.915</td>
</tr>
</tbody>
</table>

Note: If a calculated acceptability probability for a certain drug is greater than 0.9, the performance of the drug exceeds our threshold, indicating that the drug is acceptable under the criteria. Acceptability probabilities larger than 0.9 are in bold.

preference. Under LA-style models, gliclazide is the winner when $w = 0.5$ or 0.8 and metformin is the winner when $w = 0.2$, while under ABRE3, metformin is the winner when $w = 0.2$ or 0.5 followed by gliclazide. The fixed effects model produces somewhat more extreme Best12 probabilities than the other two random effects model. In addition, the difference of Best12 probabilities for gliclazide and metformin is 0.364 under LAFE, while the difference is just 0.102 and 0.015 for LARE and ABRE3, respectively. Still, it is clear from the table and Figure 12.2 that these two drugs are essentially tied for “best.” Note that the weights are chosen by the investigator to reflect his/her preferences. Thus, when this choice has a big effect, that just means the “winning” drug is not the same for all outcomes.

Table 12.5 exhibits acceptability probabilities ($Pr\{\mu_{k\ell} > \mu^*_{k\ell}\}$) for each outcome under the LAFE, LARE, and ABRE3 models. Note that we set $\mu^*_{k\ell}$ and $p^A_{\ell}$ in Equation 12.13 somewhat arbitrarily to illustrate the approach, although in practice, these values should be carefully specified to have clinical meaning. Since smaller $\mu_{k\ell}$ values mean better performance in our diabetes data, the left-hand side in Equation 12.13 should be rewritten as $Pr\{\mu_{k\ell} < \mu^*_{k\ell}\}$, and we set $\mu^*_{k1}$ and $\mu^*_{k2}$ to $-2$ and $-1$, respectively. We consider the cutpoint $p^A_{\ell}$ to be 0.9. That is, if a calculated acceptability probability for a certain drug is greater than 0.9, the performance of the drug exceeds our threshold, indicating that it is acceptable under the criteria. For example, if the probability is 1, the drug would be acceptable no matter what cutpoint $p^A_{\ell}$ is used under our choice of $\mu^*_{k\ell}$. For all models agree that gliclazide, metformin, and pioglitazone are acceptable for both outcomes under our criteria, though for HBA1c change, the probability for pioglitazone in ABRE3 is marginally less than 0.9 before rounding. Placebo is not acceptable for either outcome across all models. Rosiglitazone is not acceptable for the HbA1c outcome whereas for fasting BG change, acceptability varies somewhat across models.
12.5 Simulation Study

Although we fit 10 different NMA models to the diabetes data and choose the best-fitting model in terms of DIC, we cannot guarantee that the selected model is “the” correctly specified model for our data. Thus, we might want a more robust model that consistently performs well even when the model is misspecified. To investigate the robustness of our four main models (LARE, SAMRE, CBRE3, and ABRE3), we create four different datasets under each framework, then fit all four models to each; that is, 16 scenarios are considered. We adopt the same star network as in Figure 12.1 (comparing five treatments with respect to two outcomes), and the same sample sizes and standard deviations. Estimated parameter values from our diabetes data analysis, such as posterior medians of fixed mean and covariance matrices from the four fitted models, are regarded as the true parameter values for our simulated datasets. A total of 500 simulated datasets were generated, and we consider a small number of studies (nine, the same as in the diabetes data) and a large number of studies (45, augmenting the small number of studies scenario by a factor of 5). Note that our parameter of interest is the mean treatment effect. To avoid excessive uncertainty in the treatment effects, we use informative priors for the random variance parameters. That is, prior distributions for $\tau_\ell$ or covariance matrices have mean values set equal to the truth (i.e., estimated values from our data analysis) with relatively small variabilities.

Table 12.6 displays three quantities from the simulation: the probability each model is selected as best using DIC and the coverage probability of the 95% Bayesian credible interval (BCI) for a mean effect of the baseline treatment for the fasting BG outcome. Note that all diagonals of all four blocks in the table correspond to scenarios where the model is correctly specified. For the first quantity, we estimate the probability of having the smallest DIC among the four models from 500 simulated datasets, so that the rows sum to 1 and diagonal values should be close to 1. When $I = 9$, LARE gives about a 50% correct model selection probability, whereas we obtain 0.734 and 0.666 for CBRE3 and ABRE3, respectively. This trend gets clearer with the larger number of studies; ABRE3 now delivers the highest probability of being the best model when the true model is ABRE3, while LARE and CBRE3 have only about a 50% chance of being the best-fitting model under their true data. SAMRE performs worst, with the lowest diagonal quantities for both small and large numbers of studies.

For the coverage probabilities, although there are 10 absolute mean effect parameters (five treatments and two outcomes), we only report the coverage probability of baseline treatment for the first outcome; the others display similar patterns. Here, the diagonal values should be close to 0.95, the nominal coverage probability. LARE shows a bit lower coverage probability than 0.95; it also tends to yield lower coverage for other nonbaseline treatment
TABLE 12.6

Results of Simulation Study

<table>
<thead>
<tr>
<th>Fitted Model</th>
<th>Data</th>
<th>Small Number of Studies ($I = 9$)</th>
<th>Large Number of Studies ($I = 45$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pr(model selected as best using DIC)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>LARE</td>
<td>0.484 0.062 0.318 0.136 0.544 0.002 0.276 0.178</td>
<td>LARE</td>
</tr>
<tr>
<td></td>
<td>SAMRE</td>
<td>0.568 0.056 0.274 0.102 0.992 0.008 0.062 0.008</td>
<td>SAMRE</td>
</tr>
<tr>
<td></td>
<td>CBRE3</td>
<td>0.046 0.034 0.734 0.186 0.000 0.000 0.530 0.470</td>
<td>CBRE3</td>
</tr>
<tr>
<td></td>
<td>ABRE3</td>
<td>0.010 0.030 0.294 0.666 0.000 0.000 0.082 0.918</td>
<td>ABRE3</td>
</tr>
</tbody>
</table>

Coverage probability of 95% BCI for mean effect of baseline treatment for Outcome 1

<table>
<thead>
<tr>
<th>Fitted Model</th>
<th>Data</th>
<th>Small Number of Studies ($I = 9$)</th>
<th>Large Number of Studies ($I = 45$)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LARE</td>
<td>0.764 0.956 0.980 0.982 0.778 0.958 0.978 0.990</td>
<td>LARE</td>
</tr>
<tr>
<td></td>
<td>SAMRE</td>
<td>0.918 0.958 1.000 1.000 0.910 0.968 1.000 1.000</td>
<td>SAMRE</td>
</tr>
<tr>
<td></td>
<td>CBRE3</td>
<td>0.710 0.950 0.984 0.990 0.700 0.946 0.946 0.984</td>
<td>CBRE3</td>
</tr>
<tr>
<td></td>
<td>ABRE3</td>
<td>0.662 0.932 0.954 0.946 0.622 0.938 0.938 0.956</td>
<td>ABRE3</td>
</tr>
</tbody>
</table>

Note: Three quantities from the simulation are reported: the probability each model is selected as best using DIC and the coverage probability of the 95% BCI for a mean effect of the baseline treatment for the fasting BG outcome.

estimates. However, the baseline treatment effect parameters have the poorest coverage, and this is not resolved when the number of studies is large. This might be because the fixed baseline effect parameter $\alpha_{iB}$ does not estimate the baseline effect well in LARE, resulting in higher type 1 error than it should be. CBRE3 gives higher than 0.95 coverage probability under CBRE3 data when $I = 9$, but improves to 0.946 when $I = 45$. SAMRE and ABRE3 show coverage probabilities close to 0.95 under their true data assumption for both small and large numbers of studies, partially rehabilitating SAMRE after its poor DIC performance. In practice, the LA-style likelihood (assuming sample standard deviations are known) is commonly utilized in NMA. Our simulation results for SAMRE are hard to interpret, and further investigation is needed.

12.6 Discussion and Future Work

In this chapter, we introduced various Bayesian hierarchical modeling for NMA and compared with the existing method. Our proposed contrast- and AB random effects models incorporate information from observed and missing data, and enable us to fit multiple outcomes, possibly inducing some
correlation. A simulation study shows that the models under the missing data framework perform better even when a model is misspecified, and deliver more robust results for decision making. Although we have only shown Bayesian NMA models with bivariate continuous outcomes, one can easily apply our methods to other types of outcomes (e.g., binary or count) by using a proper likelihood and link function (e.g., logit or log) (Dias et al. 2013). Additionally, more than two outcomes can be easily incorporated, though this increases the dimension of the covariance matrix containing outcome-wise correlation information. It can be difficult to satisfy the positive definiteness condition for the covariance matrix in MCMC, but the use of an inverse Wishart prior makes it possible.

In the diabetes data analysis, we found a trend that AB and CB random effects models produced a lot wider credible intervals than those from LA models. This can be expected because AB and CB models incorporate more uncertainty, though it depends on which assumptions are made for AB and CB models. Hong et al. (2016) fit another real, much larger, NMA data set having two continuous outcomes, and show that LA models can produce wider credible intervals than the CBRE2 and ABRE2 models for several treatment effects. This might be because CBRE2 and ABRE2 have relatively fewer parameters for the covariance matrix of random effects (i.e., the dimension of the covariance matrix is lower than the CB and AB models under the other two assumptions). SAMRE performs unexpectedly poorly in the data analysis and simulation studies including random effects that do not significantly affect the estimates of sample standard deviations in the data analysis, and the Gibbs sampling algorithm for SAMRE is extremely slow. Our analysis has some limitations. First, all the analyses were conducted under consistency assumption, and inconsistency, traditionally defined as discrepancy between direct and indirect comparisons, was not presented in this chapter. Recently, other researchers (Dias et al. 2011; Higgins et al. 2012; Lu and Ades 2006; Piepho et al. 2012; Presanis et al. 2013) have stated that inconsistency is observed when the characteristics of samples from independent studies are different (such as when different baseline severity of disease or various levels of drug dosage are not accounted for in the models), and propose various methods for modeling such inconsistency. These modeling techniques include node splitting, estimating w-factors, and allowing design-by-treatment interactions. These methods are discussed in depth in Section 11.5 of Chapter 11. Second, we only utilize noninformative priors in our data analysis. However, (weakly) informative priors can be used when we have some information from historical or observational studies. For example, if correlation between outcomes is well known and observed from external sources, we can construct an informative inverse Wishart prior by specifying its parameters appropriately. Hong et al. (2016) conducted such sensitivity analyses by applying various informative inverse Wishart priors, but found that they did not decrease DIC values nor change the ranking of treatments in their example.
NMA is an important statistical modeling approach to synthesize evidence in CER. A flexible Bayesian framework helps stakeholders make better decisions by providing various decision-making tools, and more importantly allows us to incorporate multiple outcomes and their inherent relationships. Future work looks to extend existing methods to mixed types of outcomes (say, a binary safety outcome paired with a continuous efficacy outcome). Another needed future model enhancement is to the case of differential borrowing of strength across nonexchangeable subgroups, say determined by similarities across trials or treatments. In addition, the future direction in CER might be combining evidence from experimental (RCTs) and nonexperimental (observational) studies. Finally, one might extend the models to incorporate both aggregated and individual patient-level data, potentially permitting the borrowing of strength from patient-level covariates to investigate how those personal clinical characteristics impact estimated treatment effects. Such methods could be implemented in user-friendly web-based software to help patients and their caregivers make personalized decisions incorporating modern approaches to CER.

Acknowledgment

This chapter was supported by Eli Lilly and Company through the Lilly Research Award Program (LRAP).

References


13

Mathematical Modeling

Mark S. Roberts, Kenneth J. Smith, and Jagpreet Chhatwal

CONTENTS

13.1 Introduction ........................................... 410
  13.1.1 Decision-Making Paradigm: Predicting the Downstream
          Consequences of Decisions ........................... 411
13.2 Basic Steps in Developing a Decision Model .................... 412
  13.2.1 Conceptualize the Problem .......................... 413
  13.2.2 Conceptualizing the Model .......................... 414
  13.2.3 Specifying Type of Model to Be Used ................. 414
     13.2.3.1 Decision Trees ................................. 415
     13.2.3.2 State Transition (Markov) Models ............. 415
     13.2.3.3 Individual Microsimulation ..................... 415
     13.2.3.4 Dynamic Transmission (Compartment) Models ... 415
     13.2.3.5 Discrete-Event, Agent-Based Simulation ....... 415
  13.2.4 Structure the Model .................................. 415
  13.2.5 Analyze the Model ................................... 416
  13.2.6 Conduct Sensitivity Analysis ........................ 416
  13.2.7 Validate the Model ................................... 418
13.3 Types of Modeling Methods .................................. 418
  13.3.1 Basic Branch and Node Decision Trees ............... 419
  13.3.2 State Transition (Markov) Models .................... 420
     13.3.2.1 Adding Clinical Detail ......................... 424
  13.3.3 Microsimulation Models .............................. 426
  13.3.4 Discrete-Event and Agent-Based Models .............. 428
  13.3.5 Infectious Disease (Compartment) Models ............ 429
  13.3.6 Hybrids ............................................. 429
13.4 Examples of Decision Models Used in Comparative
          Effectiveness ............................................ 430
  13.4.1 Use of Virtual Colonoscopy .......................... 430
  13.4.2 First-Line Therapy for Follicular Lymphoma .......... 430
13.5 Decision Analysis Worked Example ........................ 431
  13.5.1 Basic Structure and Definitions of a Decision Analysis
          (Branches/Nodes/Outcomes) ........................... 431
  13.5.2 Branches and Nodes .................................. 432
13.5.3 Probabilities and Outcomes ........................................... 433
13.5.4 Mechanics: Expected Value of the Outcomes .................... 435
13.5.5 Sensitivity Analysis .................................................... 436
13.6 Value of Information Analysis ........................................... 437
13.6.1 Expected Value of Perfect Information ............................ 439
13.6.2 Expected Value of Partial Perfect Information ................. 441
13.6.3 Research Prioritization Using VOI Analysis ..................... 442
13.7 Summary ................................................................. 442
References ................................................................. 443

ABSTRACT  Mathematical models are being increasingly used to evaluate the future impacts of various therapies for particular problems, and to inform many types of clinical and policy decisions facing clinicians, patients, and policy makers in healthcare today. One advantage of mathematical models is that they can incorporate evidence from many different sources and provide a framework to integrate this knowledge and estimate an optimal decision under various different conditions. The purpose of this chapter is to provide an overview of the use of mathematical modeling in comparative effectiveness research, with a concentration on the commonly used methods, including simple decision trees, time-varying state transition (often called Markov) models, and microsimulation. Several examples are described, and references to more complete expositions on the methodology are provided.

13.1 Introduction

Comparative effectiveness research is designed to inform health-care decisions by providing evidence on the effectiveness, benefits, and harms of different treatment options.—AHRQ Effective Healthcare Program.

Comparative effectiveness research strives to provide evidence for making the optimal decision across a range of plausible or available alternatives in real clinical situations. The overall goal is to provide useful information to patients and clinicians that facilitates making optimal clinical decisions about the appropriate choice in each particular patient’s situation. Unfortunately, applying the current evidence base is often fraught with difficulty as the specific choices being evaluated may not have been tested in a specific study. The tenets of evidence-based medicine strongly recommend the use of randomized-controlled trials (RCTs) [1], but such trials often do not compare all of the possible alternatives, and are typically designed for the purpose of FDA approval and not for the development of evidence to inform the specific, complex decisions that are made within specific clinical situations. Meta-analyses of these RCTs have many of the same limitations. If the underlying RCTs do not compare all of the appropriate alternatives, meta-analyses
cannot as well; see Chapters 11 and 12. Observational trials can be used in evidence-based recommendation, but their strength is considered less compelling than RCTs [2]. Chapter 7 discusses combining information across design.

Decision analysis is another method that can be used to structure and summarize the current knowledge about a particular set of decisions that must be made. Decision analysis is a methodology through which the best available evidence is combined into a structured representation of the decision problem, and the decision that maximizes the value of the specified outcome is chosen as the best strategy. For the purpose of this chapter, we define a “decision model” as a specific application of decision analysis that quantifies the specific choices and outcomes that can occur over a set of choices. The PCORI (Patient-Centered Outcomes Research Institute) methods committee has embraced mathematical modeling as an analytic methodology for the conduct of comparative effectiveness [3,4].

### 13.1.1 Decision-Making Paradigm: Predicting the Downstream Consequences of Decisions

The basic goal of any methodology used to conduct comparative effectiveness research is to provide the best information and evidence available to help the decision maker estimate the downstream events and outcomes implied by making various decisions. This is illustrated in Figure 13.1, in which a set of clinical strategies are illustrated. Each choice produces a set of downstream consequences that must be predicted in order to make the optimal decision. The choices represented in the figure are arbitrary: they could be choices of different medications in a particular clinical situation (e.g., which of many lipid-lowering drugs should be used in a particular
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Basic structure of a clinical decision problem.
patient with a particular set of clinical characteristics), different surgical interventions for a particular clinical condition (such as a choice between cardiac catheterization or coronary artery bypass surgery for coronary artery disease), or any set of decisions that must be made. A wide array of consequences may be important in understanding how to make the optimal decision, including life expectancy, quality-adjusted life expectancy, the likelihood of certain complications, as well as the expected cost of each strategy. There are many methodologies that can be used to provide evidence for estimating the likelihood of downstream events given the various choices made. The most obvious would be the RCT, provided all of the relevant clinical strategies were represented as an arm in a trial. The use of RCTs to make these predictions is described in Chapters 4 through 6. However, other methods, including observational statistical methods, which are the subject of Chapters 1 through 3, can often be used when RCTs are not available. However, RCTs and other observational methods are not always possible or practical to answer many treatment decisions facing patients and clinicians today.

Using a decision modeling to predict the outcomes that can occur after making specific clinical choices implies the use of a mathematical model to represent all of the downstream events and outcomes that can occur given each of the choices. In this use, it may be useful to consider a decision model as a framework on which to place all of the current knowledge we have about a particular problem, whether this knowledge comes from physiologic studies, observational studies, or RCTs. There are a series of modeling methodologies that can be used to represent the outcomes that occur as the result of choosing a specific strategy, including decision trees, state transition models, microsimulation techniques, discrete-event simulation, agent-based simulation, and compartment models. The following section will describe these methods in more detail.

13.2 Basic Steps in Developing a Decision Model

The development of any decision model involves a series of steps that when complete assure an easily describable, transparent representation of a particular problem and its solution. In late 2012, the Society for Medical Decision Making (SMDM) and the International Society for Pharmacoeconomics and Outcomes Research (ISPOR) published a series of papers describing best practices in mathematical modeling for the purpose of healthcare policy decision making. The reader is referred to these papers for more detailed descriptions of methodological best practices [5–11].

Figure 13.2 illustrates the general steps required to develop a decision model to address a particular problem. The relative importance of different steps may vary depending upon the purpose of the model, the number of stakeholders or interested parties who wish to use the model results, and the
complexity of the particular problem being modeled. However, each of these steps is important in the development of a complete, transparent, and useful model to answer a particular comparative effectiveness question.

13.2.1 Conceptualize the Problem

The first step in any study utilizing any methodology is to conceptualize and understand the problem being addressed [10]. For most comparative
effectiveness studies, the problem is to decide the optimal therapy among multiple possible choices for a specific condition. However, the scope and scale of the problem being addressed, the specifics of the population to be represented, the exact characteristics of the strategies being compared, the perspective of the stakeholder(s), and the relevant outcomes to be included in the analysis are all important characteristics to be included in the conceptualization of the problem. It is strongly advised that this phase of the development of decision analysis should always include content experts in the disease or situation that is being modeled and represented.

13.2.2 Conceptualizing the Model

Once the characteristics of the problem have been agreed upon and described, the appropriate modeling method to be used to represent the problem can be decided [10]. Each modeling method has strengths and weaknesses with respect to particular characteristics of a disease or intervention or population being evaluated. In general, the choice of modeling type relies on whether or not the analysis is expected to represent individuals or groups, and whether interactions between patients are an important component of the analysis. For example, if one were considering choices between alternative therapies for patients with HIV disease where the goal was to maximize the life expectancy of an individual patient, representing the impact on the epidemic is not crucial answering that decision [12,13]. However, if the comparative effectiveness decision involves strategies to reduce the incidence of HIV disease through various treatments or prevention programs, then modeling the interaction between patients and the impact of the various interventions on transmission is crucial to obtaining a realistic answer [7].

Similarly, deciding the appropriate level of detail to include in the model is difficult. Very simple models are easy to develop, have rapid turnaround times for changes and enhancements, but often do not include characteristics of the disease that experts feel is important to have face validity. Complex models, although they may have more external face validity, are often sometimes so complicated to build, debug, and validate that they become onerous as an analytic and investigative tool. An excellent review of the importance of validity notes that transparency is an important foundation to validation [5].

13.2.3 Specifying Type of Model to Be Used

As noted in Figure 13.1, there are many modeling methods that can be used to create a representation of a clinical or policy decision. A review of all of the modeling types is beyond the scope of this chapter, and the reader is referred to the series of modeling recommendations made by ISPOR and SMDM [5–11]. However, the following is a very brief summary of the characteristics of modeling types and the situations in which they are useful.
13.2.3.1 Decision Trees

These are useful for relatively simple problems where the difference in outcomes is easily summarized by a single parameter such as a life expectancy, where the specific time course of events in the future is not important, and when the outcome for the entire population is important.

13.2.3.2 State Transition (Markov) Models

These are useful when the clinical condition can be described as a series of health states and very useful when interventions affect the likelihood of certain states occurring. They provide outcomes that are aggregated for the entire population.

13.2.3.3 Individual Microsimulation

Typically developed as an expansion of a state transition model, microsimulation allows for individual characteristics of patients in the model to be followed and affects the transitions that the individual makes in the model. It is useful when data on individuals are important.

13.2.3.4 Dynamic Transmission (Compartment) Models

Used primarily for the representation of infectious diseases, these models represent the probability of transmitting a disease as a function of the particular disease, the number of people in a cohort who are infectious, and the proportion of the cohort that is susceptible.

13.2.3.5 Discrete-Event, Agent-Based Simulation

These modeling methods can be modified to represent virtually any other form of decision model; however, they are particularly useful when individuals within the model interact, or when there are specific capacity constraints in the delivery of a particular therapy.

13.2.4 Structure the Model

Once a specific model type has been decided upon, the actual structure of the problem must be built into the model. The process of moving from a conceptual model of the problem to a mathematical model in a software tool or a set of equations is an engineering problem, in that the conceptualization of the model that represents the problem will imply a certain structure for that modeling type. The mechanisms by which this is done vary by the modeling type. For simple decision trees, this amounts to drawing the decision tree that
represents the particular problem. For state transition or Markov processes, this process involves delineating and describing all of the various states that are relevant to the description of the problem. For individual microsimulation and more complex modeling methods, this process includes describing the variables that will be followed along with each individual in the model, how those variables will be affected by time, and the model and any interactions that might occur between patients. This process will be described in more detail in the examples below.

13.2.5 Analyze the Model

Analyzing the model simply means calculating the expected value of each of the specified strategies. Typically, this process is done by a computer using either specific decision analytic software or a more generic tool such as Excel. The difficulty in this step is directly proportional to the complexity of the model, simple models in standard software packages are typically computationally evaluated in seconds, complex microsimulations may take days to run on even powerful desktop computers, and even more complex agent-based models that require interactions between individuals (such as many models of pandemics and epidemics and entire countries) may require hours and hours of computation on a supercomputer.

13.2.6 Conduct Sensitivity Analysis

For most decision models, the specific “answer” is less relevant than how that answer changes when parameters or assumptions in the model are varied. Each estimate used in parameterizing a model, such as a probability or an outcome, is a point estimate typically from a study or distribution that has variability in it. Sometimes this variability is well understood and even measured, for example, if the parameter comes from a study report with a mean and 95% confidence limits. Sometimes the variability is less well described, for example, when the estimate comes from an expert panel. However, just as an RCT would not reproduce exactly the same answer between arms of the study if run a second time, a decision model is entirely dependent upon the value of the parameters that have been used to calibrate the model. Therefore, understanding how sensitive the answer (or value of each strategy) is to changes in the inputs and assumptions of the model is crucial to understanding the stability of the models results under different conditions or assumptions, as well as in providing confidence that the model accurately reflects the underlying true state of the world [6].

The process of sensitivity analysis is simply the reanalysis of the decision model under different assumptions or values for input parameters. In its simplest form, a single parameter would be varied across a reasonable or relevant range, and the expected value of each strategy would be calculated under each possible value for that variable. This is called a one-way
sensitivity analysis. A one-way sensitivity analysis is described in the example at the end of this chapter. More complicated sensitivity analyses can involve varying more than one input variable simultaneously, which can create two-, three-, or multiway sensitivity analysis.

Although one-way and multiway sensitivity analyses are useful in understanding the impact of changes in a variable on the outcome of interest for the various strategies, they are in “deterministic” in that the answer to the decision model is conditional upon the specific values of each parameter in the model. The analysis of a decision model makes a statement: “if the parameters of interest are related as described by the structure of the model, and the parameters have the values included in the model, then the expected value of each outcome strategy is ...” This type of statement gives no estimate of how variable that answer is to the multiple levels of uncertainty in the development of the model. To accommodate this problem, many modelers will use probabilistic sensitivity analysis to gain an understanding of how likely various outcomes are given estimated uncertainty in the input parameters.

A more detailed description of probabilistic sensitivity analysis can be found in many references [14–16]. Briefly, the basic methodology of probabilistic sensitivity analysis is to analyze the model literally tens of thousands of times, and for each iteration, specific values for each variable are drawn from a distribution representing that variable’s uncertainty. For example, a mortality rate for a procedure might be derived from a study that provided a mean and 95% confidence limits around estimated mortality. A probabilistic sensitivity analysis would define a distribution with that mean and that 95% confidence limits, and would use a distribution that met all of the other criteria for a probability distribution. The model is run multiple times and at each iteration a different value from each probability distribution is sampled and the expected value of each strategy is determined. Correlations between variables can be built into this kind of analysis, and variables in the model that are found to be dependent upon each other can have those correlative dependencies represented in a probabilistic sensitivity analysis.

Finally, there is uncertainty about the structure of the model itself. Does the model include the appropriate choices, does it estimate the consequences of each choice for a sufficient period of time, and does it represent all of the relevant outcomes that can occur after each choice? There are no specific recommendations on how extensive an evaluation should be conducted on model uncertainty [6] but the inclusion of content-based experts during the development of the model can help identify those components of the problem in which model uncertainly is important [10].

In addition to describing the impact of various input parameters on the outcomes, and in providing confidence in the models results, another use of sensitivity analysis is in the development and “debugging” of a model. It is often the case that the model developer will know the expected answer of which strategy is optimal under various simplifying and perhaps extreme assumptions. If the modeler conducts a sensitivity analysis using those specific
values, and the model returns an unexpected result, it is often an indication that the model has a conceptual or technical error in its construction.

### 13.2.7 Validate the Model

Validating the model is one of the most important attributes in providing confidence that the model represents the real-world clinical situation for which it was designed. Detailed essays on model validation are found elsewhere [5,17]; here, we briefly describe the purpose of different types of validation.

One of the first steps in making sure that a model is working as designed is whether or not it can reproduce the expected outcomes from the data on which it was calibrated. This process is often called verification and is simply an assurance that the model is behaving as it was designed. A much stronger test of the model’s validity is when a model is shown to be able to predict the outcomes from studies that were not used in model creation. Examples of this type of external validation can be found in HIV disease [18,19], liver disease, cardiovascular disease [20], and many others.

### 13.3 Types of Modeling Methods

As demonstrated in Figure 13.1, the goal of the decision model is to create a representation of the events that occur after making a decision. There are multiple modeling methodologies that can be used to create estimates of the downstream events conditional upon various choices made. These modeling methods will be briefly reviewed here; the reader is referred to the reference list at the end of the chapter for more information regarding each of the specific methods [10,11,21].

For all types of modeling methods, the goal of the representation is similar: provide an unbiased, robust estimate of the likely downstream consequences of the various policy decisions, which when combined with the values for those downstream consequences can produce an expected value of the outcomes of interest such that the choice with the highest expected value can be made. Similar to many other analytic methodologies, some modeling methods are more appropriate for particular kinds of problems than others. A detailed discussion of the specific attributes of a modeling problem that imply the use of a particular method is beyond the scope of this chapter. The reader is referred to several references for a more detailed description of how to match the specific problem to an appropriate modeling method. In this chapter, we will briefly describe the methods of branch and node decision trees, state transition or Markov processes, microsimulation, discrete-event and agent-based simulation, and differential equations or compartment
models. We will then review several comparative effectiveness studies that used decision analysis, and end the chapter with a simple worked example.

13.3.1 Basic Branch and Node Decision Trees

The simplest version of a decision analytic problem, branch and node decision trees, starts with a specific choice (called a decision node) followed by a series of stochastically determined chance nodes that describes the probabilistic events that occur after making a decision. At the end of a path of probabilistic events, an outcome occurs that is represented by a value, such as a probability of survival or a life expectancy. Each branch of the decision node will have an expected value of the outcome and the highest expected value is the optimal strategy.

Figure 13.3 represents a simple decision tree that describes the decision whether to screen a population for HIV disease. This tree is modified from a cost-effectiveness study of HIV screening by Sanders [22]. The decision is whether to screen a particular population, characterized by its prevalence of HIV. In the screening branch, some portion of the people will be HIV positive, the probability given by the prevalence of HIV, and some will not be positive indicated as one minus the prevalence. In those patients who are HIV positive, the probability that the test is positive will be the sensitivity of the test, and the probability that the test will be negative is one minus the sensitivity or the false-negative rate. For patients who are HIV negative, the probability that the test will be negative is provided by the specificity, and the probability that the test will be positive is given by one minus the specificity or the false-positive rate. On the nose screening arm, a portion of the population given by the prevalence will be HIV positive; one minus that prevalence will be HIV negative. It is assumed that if a patient is screened
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**FIGURE 13.3**
Simple branch and node decision tree evaluating whether to screen for HIV disease.
and found to be HIV positive, they are started on appropriate antiretroviral therapy and prophylaxis. In the nose screening arm, those who are HIV positive will eventually be detected through the development of symptoms, but they will not experience the benefit of early and prophylactic therapy.

In this case, the individual path is represented by a life expectancy. In the case of the true-positive test result (Screen → HIV+ → Test+), the patient will have the life expectancy of a patient of that age with HIV disease that is treated early. In the case of the false-negative test (Screen → HIV+ → Test−), the patient will not receive the benefit of early therapy, and have the life expectancy of an HIV-positive individual who is treated late after the development of symptoms. For the true-negative result (Screen → HIV− → Test−), the patient will have the life expectancy of a similar aged patient without HIV disease. For the false-positive test (Screen → HIV− → Test+), this analysis had assumed that there was some life expectancy decrement to being falsely labeled as HIV positive. It is very likely that this life expectancy decrement is no longer true in the case of HIV disease, as treatments are no longer made based on an HIV test alone. Clinicians would obtain a CD4 count, a viral load, and other tests, and it would be quickly determined that the patient was actually not HIV positive. However, for the purpose of this example and in the Saunders paper [22], there was considered to be a small negative consequence to the false-positive HIV test.

On the no screen arm, the paths are relatively straightforward as well. For those who are HIV positive (No Screen → HIV+), they will have the same life expectancy as the false-negative test in the screen arm, as they will not be detected until they develop symptoms. For those without HIV disease (No Screen → HIV−), they will have the life expectancy of a similarly aged patient.

It is important to note that the simplistic view of the screening problem can be made more complicated. The screening could be done in various populations, it could be done in various intervals, negative tests could be rescreened at a different interval, and there could be follow-on tests once the HIV test was positive. The level of detail that should be included in a decision model is one of the most complicated and difficult decisions in building a model.

13.3.2 State Transition (Markov) Models

Note that in this simple example, a tremendous amount of complexity is represented by a single number, the life expectancy of a patient at the terminal node of a particular path. For example, after a patient is found to have a positive test and is treated for HIV disease (Screen → HIV+ → Test+), a complex set of future decisions and events will occur. At diagnosis, the patient will have a particular viral load and CD4 count. Depending upon the recommendations being followed, the patient may not have a CD4 count that would suggest the need for treatment. As time goes on, the patient’s
CD4 count might decline, various infections or complications of HIV disease might occur, resistance to the antiretroviral therapy might develop, and treatment regimens might change. These future events would be extremely difficult (if not impossible) to describe in a series of sequential branches and nodes.

Therefore, for decision problems that represent recurrent events, or for which the decision changes the probability of one or more future events that can occur over time, representation as a branch and node decision tree becomes quite complicated, and models representing complex future events may become nearly impossible to create because of the large number of branches required to represent multiple events over time. In these situations, where policy or treatment choices may change the probability of a future event, or where the outcome of interest may recur multiple times, it is often quite useful to represent the problem as a series of clinical states that a person may occupy, and represent the transitions between those states as probabilities.

Such models are called state transition or Markov models. In these models, the model world is divided into a series of mutually exclusive and collectively exhaustive states in which the patient may be found. That they are mutually exclusive means the patient may be in only one state; that they are collectively exhaustive means the patient must be in at least one state. Multiple references describe the methodologies for building state transition models in detail [9,23,24]; here, we will present a brief review of the methodology.

Continuing the HIV example, early models of HIV disease made an important distinction between people who were simply HIV positive and those who had an AIDS-defining illness. Although this definition is no longer of significant clinical importance, we will use it as a simplifying representation of HIV disease for the purpose of describing a Markov process. In this simplistic view, patients may be HIV positive, have developed AIDS, or have died. This is represented in Figure 13.4, which represents a three-state Markov process that has the characteristics of being mutually exclusive and collectively exhaustive. Patients may be HIV positive (HIV+), have developed an AIDS-defining illness (AIDS), or have died (DEAD). For an
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State transition model of a simple representation of the progression of HIV disease.
HIV-positive patient, there will be some probability that they will simply remain HIV positive ($p_1$), some probability ($p_2$) that the patient will develop an AIDS-defining illness in each time period, and some probability that the patient will die ($p_3$). Once the patient has developed an AIDS-defining illness, there is some probability that they will remain alive ($p_4$) and some probability that they will die ($p_5$). In this case, the likelihood of dying once an AIDS-defining illness has developed is likely to be higher than the probability of dying prior to the development of AIDS. Once the patient has died, they may not leave the dead state and the probability of remaining in that state is 1.0.

Although there are mathematical solutions to a state transition model under several simplifying assumptions, such as the transition probabilities remain constant over time, most state transition models in the current literature today are solved by a method called “cohort simulation” where a cohort of an arbitrary size is entered into the model, and transitions between states occur at specific discrete time cycles (typically measured in months or years) and the membership in each state is calculated for each time period. This is graphically represented in Figure 13.5, which depicts the three states of HIV positive, AIDS, and DEAD, and illustrates a population starting in the HIV-positive state at the beginning of the model. After one time period, some people will have progressed from HIV to AIDS, some may have died with HIV disease but without an AIDS-defining illness, but most patients will simply have remained alive in the HIV-positive state.

As time continues, members of the cohort travel through the various states in the model, and eventually, after sufficient time has passed, all members

**FIGURE 13.5**
Basic mechanics of cohort simulation to evaluate a state transition model.
of the cohort have died and are in the “DEAD” state. The life expectancy of the entire cohort is simply the sum over all time periods in the model of the proportion of the cohort residing in each state times the value of being found in that state. A more detailed description of preference weights for outcome states is beyond the scope of this chapter, and the reader is referred to other references for more details [9,23]. For the purpose of this example, assume that we have a utility measure that represents the quality of life of being in a state that ranges between a low of zero for the state of death, and a high of one for a state of perfect health. Then, the expected value or cumulative utility of the cohort of patients represented by the state transition model in Figure 13.5 is

\[
\text{Cumulative utility} = \sum_{t=1}^{T} \sum_{i=1}^{n} f_{i,t} q_{i,t},
\]

where \( f_{i,t} \) is the proportion of the cohort in state \( i \) at time \( t \), and \( q_{i,t} \) is the utility weight of being found in state \( i \) at time \( t \).

The membership of the cohort in each individual state can be represented graphically, as illustrated in Figure 13.6. This illustrates that in standard state transition or Markov processes, the analysis evaluates a single cohort that is initially distributed across the states in the model (typically the entire cohort will be in one state at the beginning of the simulation, but that is not necessary) and progresses through transitions from one state to another over time. If there is an absorbing state, a state from which a member of the cohort may not leave, such as death, eventually, all of the cohort will induct into that state. It is important to note that the state membership in the HIV-positive state represented in this figure exhibits an exponential decline because in this simple model, the transition probabilities were assumed to be constant.

FIGURE 13.6
Cohort membership over time in a state transition or Markov model from Figure 13.3.
over time. Because the analysis is carried out in a discrete time cycles and analytic solutions are not required, the standard Markovian assumption of constant probabilities is not typically necessary, and when clinical states and their transitions are simulated, the probabilities may easily be changed based on the amount of time that has passed in the model.

To incorporate such a state transition model into the decision model described in Figure 13.3, each terminal node of the branch and node decision tree would be replaced by a state transition model that would represent the life expectancy implied by finding oneself at that terminal path in the tree.

13.3.2.1 Adding Clinical Detail

The representation of the life expectancy of a patient with HIV disease is in reality substantially more complicated than illustrated in Figure 13.4. In fact, currently, the distinction between being HIV positive and having an AIDS-defining illness has become substantially less important as the importance of knowing biologic parameters such as the CD4 count and viral load have become aggressively more important in determining the appropriate treatment. Therefore, most models that would be built to represent HIV disease would have a significantly more complicated representation of the progression of HIV disease.

The first obvious expansion is to describe states with respect to the CD4 count of the particular individual. Because the initiation of treatment is dependent on the level of the CD4 count, and the development of complications to HIV disease is also related to the CD4 count, one can imagine the desire to divide the representation of somebody with HIV disease into states representing the level of that patient’s CD4 count. Again, for simplicity, we describe dividing the states into three levels, a CD4 count greater than 500, a CD4 count between 350 and 500, and a CD4 count below 350. One can imagine significantly more complicated and detailed representations of categories of CD4 count that might be appropriate (Figure 13.7).

In this situation, the same representation of disease progression would be attached to the true-positive path (HIV+ → Test+) as well as the false-negative path (HIV+ → Test−) as patients will still progress through their disease through these states. What will be different between the two versions of the state transition process will be the probabilities that a patient will transition between those states. Under the true-positive path, the model assumes that the patient will be treated appropriately with antiretrovirals, and the probabilities representing progression between states of CD4 count will be different (lower probabilities of progression to a lower CD4 count state) than in the false-negative path, where a patient has HIV disease but it is unknown and therefore the patient is not on treatment.

Of course, there are a very large number of other characteristics that one could consider important to include in a model of the progression of HIV disease. Figure 13.8 describes an additional expansion of the complexity of
FIGURE 13.7
Representation of outcomes as a state transition (Markov) process. The HIV+ state is divided into different states based on the patient’s CD4 count.

FIGURE 13.8
Representation of outcomes as a state transition (Markov) process. The HIV+ state is divided into different states based on the patient’s CD4 count, and also subdivided by viral load.

this HIV model, by adding levels of viral load (high or low) to each CD4 count level. Again the reason for doing this would be to be able to represent the transitions between CD4 count states as a function of whether the viral load was higher or lower. In addition, appropriate treatment with antiretroviral agents might shift the proportion of people who have high viral loads as viral replication is suppressed.

As is obvious from the illustrations between Figures 13.7 and 13.8, substantial clinical realism can be included in a state transition model by increasing the number of states representing the clinical or biological processes in the model. In fact, the HIV progression model by Sanders [22] on which this example is based contains substantially more detail than we have described here. Because these state transition models require all of the individuals within a state to be treated the same way, heterogeneity in history, or in patient characteristics such as clinical comorbidity, age, and so on all have
to be incorporated into the state space that describes the disease. This can cause an explosion in the number of states required to represent a problem with a relatively modest amount of clinical detail. For example, consider a situation in which one wanted to represent five levels of CD4 count, five levels of viral load (e.g., log 10 units), the presence or absence of coinfection with hepatitis C, and keeping track of whether the person was on their first, second, or third cycle of antiretroviral therapy. This modest amount of clinical detail would require a model with 150 states ($5 \times 5 \times 2 \times 3$). Models representing more realistic clinical detail have required many thousands of states. It is the standard “Markovian” property that transition probabilities must be path independent and that the probability of transition to another state can only depend upon membership in that state that requires state transition models to grow so large. This is the impetus for the use of microsimulation techniques (described below) that release these assumptions by representing specific individuals in the model rather than cohorts, which mitigates the effect of having to treat the entire portion of the cohort in any given state the same.

13.3.3 Microsimulation Models

Microsimulation models follow individual patients, one at a time, as they traverse the model, rather than following an entire cohort, as typically performed in standard decision analysis trees or Markov models. Following a single individual through the model allows them to be tagged with specific historical details, which can then modify the likelihood of future events based on that individual’s past history and present clinical picture. This model structure avoids the Markov “state explosion” problem outlined in the prior section and allows a much less complex model to be built. The cost of this modeling flexibility is that microsimulation models typically need to be run hundreds of thousands of times or more to capture the variability seen in a patient group, rather than the single run afforded by a cohort simulation.

Returning to the example in the previous section, where the number of Markov states exploded as clinical detail was added, we can use microsimulation to model this scenario in a much more compact structure (Figure 13.9). Here, a patient with HIV disease has variables, commonly referred to as “tracker variables,” attached to him/her that track CD4 count, viral load, hepatitis C status, and the antiretroviral therapy cycle currently prescribed.

In the figure, the patient begins the model in the HIV-positive (HIV+) state, with CD4 counts and viral load categorized based on that patient’s clinical status, with the antiretroviral therapy status also noted. Based on transition probabilities over time, the patient can become hepatitis C positive, following the arrow to HIV+Hep C+ state in the figure. If this occurs, then the variable tracking hepatitis C status changes to denote this, with the subsequent risk of returning to the newly diagnosed hepatitis C state becoming 0, since the patient is now tagged as already having hepatitis C. Other variables could
HIV+ state
CD4 = x; Viral load = y, Hep C = 0, ART = 0

Increment CD4, viral load, and Rx

HIV+, Hep C+
CD4 = x; Viral load = y, Hep C = 1, ART = 0

\[ p_{\text{die}} = f(CD4, \text{VL, HepC, ART}) \]

**FIGURE 13.9**
Microsimulation. Individuals proceed through the model 1 person at a time, each person being characterized by a set of clinical variables. These variables can be altered based on where the patient is in the model and the duration of time that has transpired, and specific transitions can be functionally dependent upon these clinical characteristics.

be created to track the status of hepatitis C progression as a function of other clinical parameters over time.

HIV disease progression risk in this model becomes a function of time since diagnosis, CD4 count, viral load, current retroviral therapy, time on that therapy, prior therapies, and hepatitis C status. As the individual’s time in the model continues, CD4 counts and viral loads are updated, based on those same clinical factors, along with the patient’s adherence with therapy and the risk of antiviral resistance. Disease progression can be modeled as a function of those variables or as a state, as it is in State 3 in the figure. In either case, the risk of worsening disease status or of death can be derived from tracker variable values for clinical characteristics, with risk of further progression and of death increasing as clinical features worsen. The patient is followed over time in this fashion, typically until death. At this point, a new patient enters the model, and the process is repeated.

In microsimulation models, patients progress through the model based on random draws from probability distributions representing the occurrence of events or progression. In this way, patients with the same clinical features at the start of the model can follow different paths due to those random draws, representing the range of outcomes that can occur based on likelihood of those outcomes.

In addition, individual patient characteristics at the start of the model can vary, capturing differences in clinical characteristics within patient groups.
For example, a different patient could start the HIV model already hepatitis C positive, on her second cycle of antiretroviral therapy, and with different CD4 and viral load levels. This ability to model individual patient characteristics is a strength, compared to cohort simulation (where average patient characteristics are modeled), particularly when cohort or subgroup averages do not adequately capture variability or heterogeneity within patient groups.

Any number of individual patient characteristics can be tagged for each patient modeled. Demographic data such as age, gender, and race could be added to the characteristics tagged in our example, as could clinical features, such as liver function test results, and risk factors for disease progression, like continued intravenous drug use, unsafe sexual practices, or unstable support systems. However, added characteristics, in order to be meaningful in the modeling process, must have fairly specific data available to support their inclusion. It is not helpful to tag patients with characteristics whose numeric contribution to risk is not well known, more speculative, or not specific enough. It is possible to have patient characteristics that are so specific that the effect of that set of characteristics on the modeled disease cannot be ascertained.

To summarize, microsimulation, which follows individuals through a modeling structure, is useful when multiple clinical and/or demographic characteristics are important to follow in the model. The ability to tag individuals with tracker variables allows a more compact modeling structure to be used. However, these models are computationally intensive, typically requiring 100,000 individuals or more to run through the model to adequately capture the characteristics of the population being modeled.

13.3.4 Discrete-Event and Agent-Based Models

Developed originally in computer sciences and industrial engineering, discrete-event simulation and agent-based modeling expand the capability of mathematical models applied to health care through representation of interactions between individuals in the model with each other, with other components of the model such as clinical resources such as emergency rooms, hospitals, physicians, or other components of the healthcare delivery systems. Excellent reviews of these modeling types are found in the recent ISPOR–SMDM reviews [7,8] and the general literature [25].

In discrete-event simulation, entities (e.g., patients) are generally passive and do not adapt their behavior to, or learn from, the environment. Agent-based models are more flexible than discrete-event models, where agents (e.g., patients, care providers) interact with environment and can learn from other agents [26]. Agent-based models also allow simulation of complex social networks, which could be critical in controlling the spread of an infectious disease. Another unique property of agent-based models is that
they can capture emergent phenomena that result from the interactions of individual entities. By definition, an emergent phenomenon evolves in an unpredictable way as the process evolves. For example, how individual-level decision to vaccinate or to stay at home when sick during the influenza season affects the peak of influenza epidemic [27].

13.3.5 Infectious Disease (Compartment) Models

Infectious disease models, also referred to as compartmental, dynamic transmission, or equation-based models, can account for persons with an infection being a risk factor for that disease and for disease incidence being directly related to infection prevalence, thus capturing the dynamic nature of infectious disease [7]. The previously described modeling structures typically model disease incidence more statically, based on constant or time-based risk and cannot easily vary disease incidence based on the number of persons with disease, and thus are not well suited to capturing the dynamics of infectious disease epidemiology.

A common infectious disease model is the SIR model, which has three compartments: “S,” which represents the portion of the population that is Susceptible to the disease; “I,” who are infected and Infectious; and “R,” those who were infected, have Recovered, and are now immune. The likelihood (or force) of infection, that is, transitioning between S and I compartments, is a function of the number of infected individuals, the relative infectiousness of the disease, and likelihood of contact sufficient to transmit the disease between infected and susceptible individuals. These models are typically defined by differential equations describing the dynamics of flow between compartments based on the force of infection in the population and the duration of the infectious period. These models can be evaluated deterministically or stochastically, depending on the disease modeled and the needs of the modeling exercise.

13.3.6 Hybrids

Many complex models are constructed of more than one modeling type, where each component of the model uses the most appropriate method to represent that particular component of the problem. Modern computing methods of object-oriented programming allow for this technique. Most decision models start with a basic decision tree and may use one or more modeling types to estimate downstream events that occur after the decision (Figure 13.1). Detailed exposition is beyond the scope of this chapter, but an excellent example of such a hybrid model is the Archimedes model [20,28,29].
13.4 Examples of Decision Models Used in Comparative Effectiveness

Because decision models can easily evaluate multiple outcomes simultaneously, it is often used to conduct cost-effectiveness analyses of a particular series of interventions. For this volume, we are concerned with the use of decision models for the purpose of comparative effectiveness exclusive of the decision’s impact on cost. We review a few examples of decision models that have examined complex treatment decisions for the purpose of understanding the optimal choice of therapy.

13.4.1 Use of Virtual Colonoscopy

There have been several decision analytic models to examine various decisions regarding the use of virtual colonoscopy. Hur et al. built a detailed state transition model of the growth and progression of small polyps found on virtual colonoscopy to evaluate the optimal management of these polyps [30]. They examined strategies and immediate real colonoscopy compared to a repeat virtual colonoscopy 3 years later to assess polyp progression. Their results supported a strategy of immediate colonoscopy and biopsy over repeat virtual colonoscopy. These results were robust to multiple sensitivity analyses, and estimated that as many as 734 cancers per hundred thousand patients with diminutive polyps could be prevented using the optimal strategy.

13.4.2 First-Line Therapy for Follicular Lymphoma

Olin et al. evaluated three different strategies for the initial treatment of follicular lymphoma, a particularly aggressive cancer [31]. Three different chemotherapeutic regimens were compared in patients with this disease (rituximab, cyclophosphamide, vincristine, and prednisone [RCVP], rituximab, cyclophosphamide, doxorubicin, vincristine, and prednisone [RCHOP], rituximab- and fludarabine [RFlu]). Because of the absence of a three-arm randomized control comparing these directly, the authors used phase 1 and phase 2 trial data to predict the results of what was essentially a virtual RCT between all three chemotherapies. These data were used to calibrate a detailed multistate model of the progression of disease under different treatment conditions. The authors concluded that RCHOP was the most appropriate first-line therapy for most patients, although they were able to make predictions regarding what characteristics would determine which of the therapies was optimal in different patients. This particular decision analysis is interesting because the results of the decision analysis were virtually identical to the results of a three-arm RCT published 3 years later [32].
13.5 Decision Analysis Worked Example

Although decision models can be made for situations with an arbitrary number of choices, for simplicity of description, we will describe decision and analytic methodologies comparing only two choices. For the purpose of description and illustration, we will use a relatively simple example of a woman with multiple medical comorbidities, who is found to have a large aneurism of the ascending aorta. The question is whether or not it makes sense to operate upon the woman or pursue watchful waiting. The case is real, and was a woman admitted by the author while in medical school, but illustrates many of the advantages of decision modeling in the context of clinical decision making. We use this case for several reasons. First, it is highly unlikely that there would ever be an RCT answering this particular therapeutic question. The woman has multiple comorbidities and would be excluded from virtually all surgical intervention trials. Second, the case illustrates how decisions can be made quite patient specific in decision analytic methods through the inclusion of patient preferences for the outcome states. Finally, it is a simple case that can illustrate all of the components of building a decision model.

Case description: The patient is a 50-year-old female with a past medical history of poorly treated hypertension, CREST syndrome, and primary biliary cirrhosis who was admitted to the hospital for evaluation of a large mediastinal mass observed on chest x-ray. An x-ray taken 18 months earlier revealed no mass. The woman was asymptomatic and had an unremarkable physical exam, except for uncontrolled hypertension. CT scan revealed that the mass was a saccular aneurism of the ascending aorta involving the innominate (brachiocephalic) and left common carotid arteries. A cardiac catheterization revealed that she had two vessel coronary artery diseases. The primary medicine team felt that the aneurism was growing (it had not been there 18 months previously) and would likely rupture; therefore, surgical repair was indicated. However, the cardiothoracic surgery consult suggested that she had too many chronic diseases, and that the risk of the operation was too high.

13.5.1 Basic Structure and Definitions of a Decision Analysis (Branches/Nodes/Outcomes)

The following sections will describe the decision tree constructed to answer this specific clinical question, describe where to find data sources to calibrate a decision model, illustrate the basic mechanics of finding the optimal solution in the decision problem, and demonstrate the value of sensitivity analysis.
13.5.2 Branches and Nodes

Decision trees are constructed from primitive elements that can be combined to form complex models of clinical and biological processes. Figure 13.10 illustrates a simple decision tree constructed to represent this particular clinical problem. In general, decision trees will start with a particular clinical situation, and the decisions that must be made. Decision nodes are represented by a square and in this simple example, there are two options being considered: operating on the aneurism (Surgery) or watchful waiting (No Surgery). Under the surgical strategy, we assume quite simple postsurgical sequelae; either the patient dies from the operation (Operative death) or the patient survives (Operative Success) and is left with the risk of death from her primary biliary cirrhosis and her coronary disease. These outcomes are not under the control of the decision maker, and happen stochastically: they are represented by a chance node or a circle. The end of each path is called a terminal node, typically represented by a box. In this case, the termination of operative death is that the patient is dead, the termination of the operative success is that the patient remains alive with the risk of death of primary biliary cirrhosis, and coronary artery disease, the termination of the watchful waiting or no surgery arm is that the patient has the risk of death of primary biliary cirrhosis, coronary artery disease, and ascending aortic aneurysm. The appropriate level of detail to include in a decision analysis is not trivial, and depends upon who is the decision maker for this particular decision, the availability of data to understand and calibrate a more detailed model, and the purpose of making the decision. In this case, one can imagine adding significant amounts of detail to the postsurgical component of this tree, which might include representing a series of complications that can occur. Some of

![Decision tree for patient with ascending aortic aneurism.](image)

**FIGURE 13.10**
Decision tree for patient with ascending aortic aneurism. $1^{st}$BC = primary biliary cirrhosis, CAD = coronary artery disease, AAA = ascending aortic aneurysm.
those complications, such as a perioperative stroke or a perioperative heart attack, might very well affect her long-term survival.

Similarly, one can imagine adding a significant amount of detail to the possible treatment strategies. One could consider fixing the heart either independently or sequentially rather than just operating on the aneurysm. One could also imagine a strategy of intensive medical therapy for her hypertension, which might significantly decrease the rate of progression or probability of rupture of the aneurysm. Figure 13.11 illustrates one possible series of expanded strategies to be represented in this model.

13.5.3 Probabilities and Outcomes

One of the most important components of a decision analysis is calibrating the decision model to real data. Data can come from multiple sources, the purpose is to define as unbiased as possible estimates of the particular parameters included in the model. Typically, there are two types of data that are required: probabilities and values for outcomes.

In this simple example, we need only one probability, the risk of operative death for a 60-year-old female with primary biliary cirrhosis, hypertension, coronary artery disease, and CREST syndrome who undergoes a repair of an ascending aortic aneurysm. A literature search in MEDLINE will not find the specific mortality needed. When this problem was initially evaluated by the author in the 1980s, most of the data in the literature on mortality from operations on aneurysms of the ascending aorta came from Dr. Michael E. DeBakey’s group in Texas. At that time, the average reported mortality

<table>
<thead>
<tr>
<th>Situation</th>
<th>Options</th>
</tr>
</thead>
<tbody>
<tr>
<td>60-year-old female with 1st BC, CAD, thoracic AA</td>
<td>Surgery, aneurism alone</td>
</tr>
<tr>
<td></td>
<td>Surgery, heart and aneurism</td>
</tr>
<tr>
<td></td>
<td>Surgery, sequential heart, then aneurism</td>
</tr>
<tr>
<td></td>
<td>Intensive medical treatment of HTN</td>
</tr>
<tr>
<td></td>
<td>Watchful waiting</td>
</tr>
</tbody>
</table>
was between 8% and 10%. However, the description in these sources of the level of illness of the patients indicated that the patients who experienced this mortality were substantially healthier than the patient considered in this decision problem. Therefore, after consultation with a cardiologist, to whom the case was described, the addition of the coronary disease, liver disease, and hypertension was felt by the cardiologist to raise the operative mortality to approximately 15%.

The values for the outcome states are equally important. There are two values required for this particular problem—the life expectancy of a 67-year-old woman with coronary disease, hypertension, and primary biliary cirrhosis, and the life expectancy of the same woman if she also has an ascending aortic aneurysm. Once again, it is very difficult to find specific literature that accurately represents the life expectancy of a person with this combination of illnesses.

It is possible to find the excess mortality inferred by coronary disease, by hypertension, and by primary biliary cirrhosis. Making several simplifying assumptions that the risk of death from these diseases is independent, one can combine the forces of mortality to create an estimate of the overall mortality from all three diseases. This method is called the declining exponential approximation of life expectancy (the DEALE) [33,34] which produces an estimate of the overall life expectancy assuming simultaneous effect of independent multiple sources of mortality. Using this method and literature that estimated the risk of death from these three diseases, the life expectancy of a 67-year-old woman with coronary disease, hypertension, and primary biliary cirrhosis was estimated to be 6.7 years.

To find the risk of death under the watchful waiting or no surgery strategy, there was a set of references in the literature that described a cohort of patients who had ascending aortic aneurysms but who refused surgery. Although it is possible that the people in this observational cohort who did not choose surgery may not be similar to those who chose surgery, and might have characteristics that make them sicker or more likely to die than those who chose surgery, this cohort was the closest the author could find to providing an estimate for this population. These aneurysms tend to burst at rates approaching 50% per year, and if they burst outside of the hospital to have a mortality rate that typically exceeds 95%. Using these data, the life expectancy of the watchful waiting arm was estimated to be 2.3 years.

Many criticisms of decision analysis arise from the process described above to calibrate the model. Data explicitly describing the probabilities and outcomes represented in the decision tree are often not directly available from the literature or from national databases. Sometimes, ad hoc procedures are necessary to create the best estimate for the particular situation represented in a decision tree. By “best,” a modeler typically needs an unbiased estimate of the particular probability or outcome and a measure of the variability of that estimate for the purpose of sensitivity analysis. If this is not available in
the literature, expert panels or Delphi methods can be used to make estimates of the necessary parameters.

13.5.4 Mechanics: Expected Value of the Outcomes

Once the probabilities and outcomes have been appropriately estimated and entered into the tree, the value of each choice in the decision tree is calculated. The goal of analyzing a decision tree is to estimate the expected value of the outcome across the different choices that can be made in a particular decision. In this case, the goal would be to calculate the life expectancy of the surgical strategy compared to the life expectancy of the watchful waiting strategy. The process is called “averaging out and rolling back” and is illustrated in Figure 13.12. Each chance node is replaced with the expected value of the outcome at that chance node. In this case, if the patient is operated upon, she has a 15% chance of dying (in which case her life expectancy is zero) and an 85% chance of surviving the operation and living on average 6.7 years. The expected value of that chance node is then

\[
\text{LE} = 5.7 \text{ years} = (0.15 \times 0 \text{ years}) + (0.85 \times 6.7 \text{ years}).
\]

Because that is the only chance node in this strategy, 5.7 years is the value of the surgical arm. There are no chance nodes on the watchful waiting arm; the value of watchful waiting was estimated to be 2.3 years. Because 5.7 years is larger than 2.3 years, the choice that maximizes life expectancy is to operate upon the aneurysm.

Essentially, no matter how large or complex a decision model becomes, the process for calculating the expected value of each strategy is the same. Every
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chance node is evaluated and replaced with its expectation; those expectations are folded back at each branch until the expected value of each initial strategy on the decision node is determined. The branch with the highest expected value is considered the optimal strategy.

13.5.5 Sensitivity Analysis

One of the most valuable attributes of a decision model is the ability to test the impact of the assumptions that you made in creating the model on the outcomes or answers that the model produces. The data that are used to calibrate a decision model, which means to estimate specific values for the probabilities and outcomes, may come from many different sources and have different levels of precision depending upon the type of study or dataset that was used to create that estimate. For all decision models, virtually all of the data that are used to calibrate the probabilities and outcomes is only an estimate of the true parameter, and is estimated with some degree of uncertainty. For example, in this case, we estimated that the probability of operative death for this woman was 15%. That may be too high or too low an estimate for this particular individual. Higher levels of mortality would decrease the value of the surgical arm, whereas lower values of mortality would increase the value of the surgical strategy. When the data to calibrate a model are derived from the published literature, the specific value of a probability or outcome estimate will vary depending upon the type of study used and the sample size that produced the specific estimate.

The value of representing this as a model is that all possible ranges of mortality can be included in the model and the value of each strategy can be calculated under multiple different assumptions about the value of any specific variable. When only one variable is changed, this is termed a one-way sensitivity analysis, and indicates the value of each strategy across tested values for that particular variable. This is illustrated in Figure 13.13 for our problem with the aneurysm. The probability of operative death was varied across its entire possible range, from 0% to 100%. For each value of operative mortality, the tree is reevaluated (the averaging out and folding back process is repeated), which produces an expected value of the outcome for each strategy. If the operative mortality were zero, the value of the surgical arm would be 6.7 years (the life expectancy of a woman with her comorbidities and no aneurysm), whereas if the operative mortality were 100%, the value of the surgical arm would be zero (as all patients would die during the operation). In this simple decision tree, the value of the surgical option is a straight line between 6.7 and zero across operative mortality. In more complicated models, a sensitivity analysis will not necessarily be a straight line: it is only true in this case because of the simplicity of the model itself. The life expectancy of the watchful waiting arm does not vary across values of operative mortality because the patient does not undergo an operation on
the watchful waiting arm. Therefore, across all ranges of operative mortality, the value of the watchful waiting arm is 2.3 years.

These two lines, which represent the life expectancy for this woman under two different strategies across various assumptions about the operative mortality, define several parameters of interest. First, the operative mortality at which the lines cross is called the threshold mortality and indicates that mortality at which the optimal strategy switches from surgery to watchful waiting. Operative mortality is below the threshold that favors surgery, and the shaded area between the value of the surgical arm and the value of the watchful waiting arm indicates the benefits to a surgical strategy. For operative mortalities above the threshold, the shaded area to the right indicates the amount of benefit derived from watchful waiting under those operative mortalities.

13.6 Value of Information Analysis

As discussed in earlier sections, uncertainty is almost always present in parameters used to build mathematical models. Therefore, model outputs are typically based on some uncertainty in model inputs. Under such situation, it is natural for stakeholders to ask these questions: how much does the uncertainty matter in making a decision based on model’s recommendations? In
other words, should one make a decision based on uncertain information or should more information be collected to reduce uncertainty in model parameters and then make a decision? If more information is needed, then what kind of new evidence is most valuable, and is evidence needed for some subgroups or the entire population being considered?

Consider a case of quadrivalent human papillomavirus (qHPV) vaccine, which has been approved in the United States for the prevention of HPV infection in boys and young men between 11 and 26 years of age. However, the vaccine has not been approved among men aged 27 years or older (hereinafter, older men). Emerging evidence based on observational studies (which could have high uncertainty) suggests that the vaccine is also effective as an adjuvant anal cancer prevention strategy in older men who have sex with men (MSM) if given along with the treatment for high-grade squamous intraepithelial lesions (HSIL) [35]. It is believed that the vaccine can decrease the risk of invasive anal cancer either by slowing disease progression or by decreasing subsequent HPV infection [35–37]. Mathematical models, based on observational studies, have shown that such a strategy would be cost-effective [38,39].

Though observational data have shown benefits of adjuvant qHPV vaccination, no RCT, the gold standard for the evaluation of any intervention, has evaluated the benefits of such a strategy. Health policy stakeholders must, therefore, choose either to maintain the current policy recommendations, that is, not to vaccinate older MSM who have been diagnosed and treated for HSIL, or to vaccinate them based on the limited existing information on vaccine effectiveness in this population. If RCTs show that qHPV vaccination is efficacious in reducing the incidence of anal cancer in these men, waiting several years before implementation of the vaccination policy would result in an opportunity lost to reduce anal cancer burden because some patients would develop anal cancer, who otherwise would have not with vaccination in place. However, if trials show that adjuvant vaccination of older MSM does not effectively reduce HSIL recurrence and prevent anal cancer, then premature implementation of a vaccination policy would result in unnecessary use of healthcare resources without yielding any substantial benefits.

Such trade-offs can be evaluated by conducting a value of information (VOI) analysis, which provides a unique perspective on the need of conducting future research before making a policy decision, and an indication of the amount that society should be willing to spend on research about unknown factors, for example, vaccine efficacy and disease progression.

VOI analysis provides an analytical framework to systematically evaluate the need for further evidence before making a decision to adopt a technology or intervention based on current evidence. VOI analysis has been successfully used in engineering and risk analysis [40–42], and has recently been used to evaluate healthcare technologies [43–45]. VOI analysis has a significant potential to inform prioritization of future research and provide the best value from limited research dollars, for example, by helping to determine
whether available resources should be spent on conducting a randomized control trial to resolve uncertainty about the efficacy of a new vaccine or on conducting an epidemiological study to estimate the prevalence and natural history of a disease. VOI, based on Bayesian decision theory, provides a methodological framework to establish the value of acquiring additional information (by conducting additional research) compared with making decision with uncertain information [46,47].

By using mathematical models to include long-term outcomes, VOI accounts for uncertainty in the health benefits and risks associated with alternative interventions, the ability of research findings to alter that uncertainty, and the long-term impact of new research on population health [44,48].

13.6.1 Expected Value of Perfect Information

In decision theory, the expected value of perfect information (EVPI) is defined as the maximum price that one would be willing to pay in order to gain access to perfect information. The EVPI is equal to the difference of expected value given perfect information (EV|PI) and expected value (EV) of a strategy. Below we describe a nonparametric approach, which is the most common approach, to conduct VOI analysis. If \( i \) denotes alternative interventions (or strategies), \( R_i \) denotes the net benefit (NB) of choosing intervention \( i \), and \( \theta \) denotes the uncertain model parameters, then, EV, EV|PI, and EVPI can be found by

\[
\text{EV} = \max_i E_{\theta}[R_i(\theta)], \quad (13.1)
\]

\[
\text{EV|PI} = E_{\theta}\left[\max_i R_i(\theta)\right], \quad (13.2)
\]

and

\[
\text{EVPI} = \text{EV|PI} - \text{EV} = E_{\theta}\left[\max_i R_i(\theta)\right] - \max_i E_{\theta}[R_i(\theta)]
\]

\[
= E_{\theta}\left[\max_i R_i(\theta) - \max_i E_{\theta}[R_i(\theta)]\right], \quad (13.3)
\]

where \( E_{\theta} \) denotes the expectation with respect to \( \theta \). An alternative interpretation of EVPI is the expected lost opportunity cost, where the lost opportunity cost is defined as the difference between the expected NB of parameter-specific best policy (i.e., \( E_{\theta}[\max_i E[R_i(\theta)]] \)) and the expected optimal policy (i.e., \( \max_i E_{\theta}[R_i(\theta)] \)).

Table 13.1 illustrates the estimation of EVPI for a hypothetical case with two interventions A and B. The table represents simulated net benefit of 10 iterations from the probabilistic sensitivity analysis (PSA). Note that PSA of a decision analytic model is a necessary step for VOI analysis [45].
Table 13.1
Calculation of EVPI Using PSA Outcomes

<table>
<thead>
<tr>
<th>Iteration (i)</th>
<th>A</th>
<th>B</th>
<th>Optimal Choice</th>
<th>Maximum NB</th>
<th>Opportunity Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>12,000</td>
<td>11,000</td>
<td>A</td>
<td>12,000</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>11,000</td>
<td>12,000</td>
<td>B</td>
<td>12,000</td>
<td>1,000</td>
</tr>
<tr>
<td>3</td>
<td>15,000</td>
<td>13,000</td>
<td>A, B</td>
<td>15,000</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>12,000</td>
<td>11,000</td>
<td>A</td>
<td>12,000</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>11,000</td>
<td>12,000</td>
<td>B</td>
<td>12,000</td>
<td>1,000</td>
</tr>
<tr>
<td>6</td>
<td>14,000</td>
<td>12,000</td>
<td>A</td>
<td>14,000</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>9,000</td>
<td>10,000</td>
<td>B</td>
<td>10,000</td>
<td>1,000</td>
</tr>
<tr>
<td>8</td>
<td>12,000</td>
<td>11,000</td>
<td>A</td>
<td>12,000</td>
<td>0</td>
</tr>
<tr>
<td>9</td>
<td>13,000</td>
<td>14,000</td>
<td>B</td>
<td>14,000</td>
<td>1,000</td>
</tr>
<tr>
<td>10</td>
<td>11,000</td>
<td>9,000</td>
<td>A</td>
<td>11,000</td>
<td>0</td>
</tr>
<tr>
<td>Expectation</td>
<td>12,000</td>
<td>11,500</td>
<td></td>
<td>12,400</td>
<td>400</td>
</tr>
</tbody>
</table>

Current information, the expected NB of A (12,000) is greater than that of B (11,500). Therefore, the optimal decision using available evidence is to select intervention A. However, with perfect information, that is, with resolution of uncertainty from PSA runs, the optimal decision does not always remain A. For instance, in iteration 2, the NB of B is greater than that of A; therefore, the optimal decision would have been B if the uncertainty in parameters was resolved as in iteration 2. Because A was selected based on current information, opportunity loss in this case would have been 1,000 (i.e., difference between the NB of the selected intervention and the maximum NB obtained with perfect information). Similarly, for iteration 5, the NB of B was higher than that of A. However, we will not know in advance which of these possibilities will turn out to represent the true value of the parameter; therefore, the expected NB with perfect information is the expectation of the maximum NB, that is, 12,400. The EVPI is the difference between the maximum NB and the NB obtained with current information, that is, 12,400−12,000 = 400. Note that the EVPI is also equivalent to expected opportunity loss. Here, we presented a case of two alternatives; however, the same approach can be used when there are more than two alternatives.

The EVPI is typically estimated over the entire population and for the duration of the technology’s lifetime. For example, if a new vaccine being considered is expected to remain in practice for 10 years before being replaced by another vaccine, then the EVPI needs to be estimated for a 10-year time horizon. The following equation shows the estimation of population-level EVPI from individual-level EVPI:

\[
\text{Population EVPI} = \text{EVPI} \times \sum_{t=1,2,\ldots,T} \frac{I_t}{(1+r)^t},
\]
where $I_t$ is the incidence over the time period $t$ and $r$ is the discount rate.

Figure 13.14 presents a hypothetical EVPI curve that is obtained by varying willingness-to-pay threshold from $0$ to $100,000$. The peak of the curve represents the maximum amount one should be willing to pay to get the perfect information. If the EVPI exceeds the total cost of conducting further research, then it is potentially cost-effective to conduct additional research. For example, if additional research to gain further evidence will cost $2$ million, then it is potentially cost-effective to conduct additional research before making a decision if willingness-to-pay threshold is $50,000$. However, if the cost of additional research exceeds the EVPI, then future research should not be conducted because the returns from research will not offset the cost of conducting additional research.

Therefore, the value of further research depends on the population size that could benefit from additional research, time horizon being considered, and uncertainty surrounding the current estimates of net-benefit under existing evidence.

### 13.6.2 Expected Value of Partial Perfect Information

While the EVPI is useful in answering if further research is needed, one is often interested in knowing what kind of research is needed, if so. To answer such a question, one would need to estimate the EVPI of different subset of parameters. Such an analysis will estimate the benefit of reducing parameter estimation uncertainty for a subset of parameters, the parameters of interest $\varphi$. The analysis of the VOI for a subset of model input parameters is called expected value of parameter perfect information (EVPPI, also known as the expected value of partial perfect information), and is conducted in a very
similar way to the EVPI. In particular, EVPPI is found by

$$\text{EVPPI} = E_{\phi} \left[ \max_i E_{\theta|\phi} [R_i(\theta)] \right] - \max_i E_{\theta} [R_i(\theta)],$$  \hspace{1cm} (13.4)

where $E_{\theta|\phi}$ represents the conditional expectation with respect to $\theta$, given the realization for $\phi$. Though the calculation of EVPPI is conceptually very similar to that of EVPI, the computational burden is very high because of two loops (inner and outer) of expectation. For individual-level models, the estimation of EVPPI will require three levels of loops. Therefore, for complex decision analytic models, EVPPI may not be practical. In such a case, approximation algorithms can be used to reduce the computational burden [49,50].

13.6.3 Research Prioritization Using VOI Analysis

VOI analysis can be used as a tool by governments, funding agencies, and research institutions to systematically prioritize future research that maximizes the returns [51]. VOI analysis provides an objective approach to assess future research needs within a disease area or across multiple disease areas. For example, should a funding agency prioritize research in understanding the effects of delaying hepatitis C treatment, or resolving uncertainty around the efficacy of new therapies in selected patient groups [52]. Such a decision can be made based on the value of EVPPI for different parameters or group of parameters. Depending on the cost of future research, one can determine what kind of future research will provide the maximum value. United Kingdom’s National Institute for Health and Care Excellence (NICE) in the past commissioned a pilot study of VOI analysis to provide recommendations on institute’s research. In the United States, VOI analysis was recommended to prioritize future research by multiple funding agencies, including the Agency for Healthcare Research and Quality (AHRQ) and the PCORI [53–55].

13.7 Summary

The purpose of comparative effectiveness research is to provide patients and clinicians with actionable information regarding the potential outcomes of choices that must be made in clinical situations. It is often the case that the choices facing patients and clinicians are far more numerous than the strategies that are directly compared in the medical literature. For example, a new antihypertensive medication may be compared in an RCT to a placebo, and be demonstrated to be beneficial. However, the decision facing a patient and his/her doctor is not whether to choose that medication or nothing, which is the choice represented in the RCT. Rather, the decision is which
antihypertensive medication out of a large number of possibilities would be the best choice for a particular patient with a specific set of characteristics.

Decision models provide a useful mechanism for representing multiple diagnostic or treatment strategies in a particular clinical situation. One advantage of decision models is that multiple different sources of data can be integrated into a single representation of the outcomes and events that occur after different strategies are chosen. Therefore, unlike the RCT, which is often quite limited in scope or number of strategies compared, a decision model can represent multiple strategies simultaneously, and can integrate data from multiple sources to provide estimates of what outcomes are likely to occur after different choices are made.

There are multiple types of decision models that can be used to represent specific clinical situations, and they vary in the level of complexity, the time horizon, and multiple other characteristics of the specific set of therapies that is being compared.
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Section IV

Special Topics
ABSTRACT Electronic health records (EHRs) provide a huge opportunity for comparative effectiveness research (CER). As electronic renderings of health and health-related information, EHRs give researchers unprecedented access to data that can help address questions that would otherwise be very difficult to answer. Crucially, as data collected from EHRs often reflect large and diverse populations of individuals seeking care, EHR-based CER studies can be used to help guide patient decision-making in real-world settings. Notwithstanding their potential benefits, however, the use of EHR data for research purposes requires care. Specifically, since EHRs are typically implemented to support clinical and/or billing systems, researchers...
interested in using EHR data for CER face challenges regarding (i) accessing the data, (ii) ensuring the data are research quality, and (iii) the control of confounding bias. Adding to these challenges is that, since there is no single universally accepted format, EHRs vary substantially in their structure and in the information they contain. This chapter reviews the current methods for addressing these challenges, focusing on the context of observational CER. While many of these methods borrow from the existing literature, novel methods that consider issues specific to EHRs, including their complex, high-dimensional nature, have been developed in recent years. Progress has not been uniform, however, and the gaps that remain represent opportunities for the development of new innovative methods.

14.1 Introduction
Medical and public health research is undergoing a “Big Data” revolution with recent technological advances giving biomedical researchers the ability to collect and analyze enormous amounts of diverse and often complex health-related data. One central component of this revolution has been the strong push toward the use of electronic health records (EHRs). While electronic health databases, particularly in the form of administrative claims databases, have been in use for decades, 2009 represented a watershed in the commitment to the use of EHRs. Crucially, the American Recovery and Reinvestment Act set aside $19.2 billion in incentives and grants to stimulate physicians and hospitals to develop and adopt EHR systems [6,139]. In parallel to this financial commitment by the U.S. federal government, the 2009 Institute of Medicine report on initial priorities for comparative effectiveness research (CER) called for “large-scale clinical and administrative data networks that enable observational studies of patient care while protecting patient privacy and data security” [67]. In the same year, the Federal Coordinating Center for Comparative Effectiveness Research released a report highlighting health information technology data infrastructure as a major category of investment for their strategic framework for CER [37] and the National Institutes of Health directly called for widened use of EHR for secondary research purposes [98]. Since 2010, the Electronic Data Methods Forum, set up with support from the Agency for Healthcare Research and Quality, has sought to facilitate collaborations toward the advancement of EHR as a research resource [65]. Most recently, in 2013, the Patient-Centered Outcomes Research Institute (PCORI) has invested more than 100 million dollar in 11 clinical data research networks, referred to as PCORnet, to build infrastructure between EHR systems that touch patients in every U.S. state [41].
TABLE 14.1

Summary of Potential Benefits and Challenges Associated with the Use of EHR Data for CER

<table>
<thead>
<tr>
<th>Benefits</th>
<th>Challenges</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rich data on large populations over long time frames</td>
<td>Heterogeneity across EHR systems</td>
</tr>
<tr>
<td>Real-world clinical settings</td>
<td>Processing text-based clinical notes</td>
</tr>
<tr>
<td>Relatively inexpensive</td>
<td>Linkage in the absence of unique patient identifiers</td>
</tr>
<tr>
<td>Potential near real-time access</td>
<td>Incomplete/missing data</td>
</tr>
<tr>
<td></td>
<td>Measurement error and misclassification</td>
</tr>
<tr>
<td></td>
<td>Confounding bias</td>
</tr>
</tbody>
</table>

That EHR data present an appealing opportunity for CER is well recognized [44,131,155,156]. Relative to data obtained via dedicated research designs, EHR data enjoy numerous benefits that have the potential to improve CER and, eventually, provide a stronger basis for guiding decision-making in clinical contexts (see Table 14.1). First, EHRs often contain rich data on a broad range of factors for relatively large populations over a long period of time. The Centers for Medicare and Medicaid Services (CMS) data systems, for example, maintain administrative claims data on 33.3 million Medicare fee-for-service beneficiaries who received care in 2012 [22]. This wealth of information is particularly useful when interest lies in addressing questions that could not feasibly or ethically be conducted otherwise, including studies of very rare outcomes, of minority populations and when interest lies with establishing noninferiority [77]. Second, since EHRs document “real-world” health care, they provide a ready infrastructure for the study of nonstandard treatment and protocols, as well as for when treatments are used off-label [62]. Third, by building on an existing infrastructure, the “collection” of data from EHR systems is relatively inexpensive. Finally, the near real-time access to data as it accrues has the potential to be very useful as a basis for recruitment in prospective or surveillance studies such as the Mini-Sentinel Initiative [108].

Notwithstanding the potential benefits of EHR data for CER, researchers face a number of practical and methodologic challenges. These challenges include those that are inherent to all studies of comparative effectiveness (the reader is referred to Chapters 1 and 9 for overviews) as well as a number of challenges that are specific to the use of EHR data (see Table 14.1). As we elaborate upon in the remainder of this chapter, the challenges specific to EHR-based CER arise primarily because the data are typically collected for clinical and/or billing purposes, and not with any specific research agenda in mind. Furthermore, since there is no uniformly accepted definition of “electronic health record” [33,70], the type and quality of data that researchers have access to across and within studies can be incredibly heterogeneous [62].
As such, while future EHR systems may be specifically designed with secondary research agendas in the mind [88], the use of EHR data for CER is not straightforward. With this in mind, the challenges are placed under three broad headings:

1. Accessing EHR data
2. Ensuring EHR data is research quality
3. Controlling confounding bias in EHR-based CER

As we discuss these challenges, we focus on observational CER studies. While randomized trials clearly represent the “gold standard” in terms of establishing causality, they suffer from important conceptual and practical drawbacks, and researchers are increasingly recognizing the value of observational study designs as discussed in Chapters 1 through 3 [44,62,103,131]. The remainder of the chapter is as follows. Section 14.2 highlights heterogeneity in EHR data by providing an overview of the various types of data sources that researchers might consider using. Section 14.3 provides a brief description of an ongoing comparative effectiveness study of antidepressant medications that is used to illustrate concepts introduced and discussed in this chapter. Sections 14.4 through 14.6 describe the methodologic challenges that researchers may face when attempting to use EHR data for CER along with solutions currently available. Finally, Section 14.7 provides concluding remarks, including avenues for future methodologic research.

14.2 Electronic Health Records Data

Arguably, the prevailing view of EHRs is that they are electronic renditions of the traditional paper-based medical chart [33]. While reasonable in many settings, this view fails to encompass the heterogeneity researchers find in nature and the complexity of EHRs [62,131]. Recognizing this heterogeneity is critical as researchers decide among methods for dealing with challenges that they may face, or as they develop new methods. Prior to describing these methods, this section provides an overview of the variety of EHR resources available to comparative effectiveness researchers also summarized in Table 14.2.

14.2.1 Administrative Databases

Among the most widely used EHR research resources are healthcare utilization or administrative claims/billing databases [131]. These databases, maintained by both public and private insurance entities, constitute an electronic record of health-related activities that generate a claim or bill, including hospitalizations, visits to a healthcare provider, the receipt of a procedure,
and the filling of a prescription. The largest such database in the United States is the federally funded Medicare program, which provides insurance for 97% of individuals aged 65 years or older, patients with end-stage renal disease, and some disabled persons. For each submitted claim, Current Procedural Terminology (CPT) codes and International Classification of Diseases, Ninth Revision (ICD-9) diagnostic codes are used to describe the nature of the billed service. In addition, each claim typically includes demographic information on the patient, an encrypted provider number, and dates of service. Similarly, the Canadian Institute for Health Information maintains the Discharge Abstract Database, which captures administrative, clinical, and demographic information on all separations (discharges, transfers, and deaths) from all Canadian hospitals [19].

Beyond these public entities, a number of private commercial entities have developed very large administrative databases that facilitate research through the provision of de-identified, individual-level healthcare claims data. Examples include the MarketScan Research Database, maintained by Truven Health Analytics, with information on more than 180 million unique individuals since 1995 [148] and the HealthCore Integrated Research Database covering nearly 43 million individuals across 14 states [54].

### 14.2.2 Registries

One important drawback of administrative databases is that they only consistently include information on health-related activities that generate a claim

---

**TABLE 14.2**

Summary of Types of EHR Data Sources/Systems, along with Primary Positive/Negative Attributes

<table>
<thead>
<tr>
<th>Data Source/System</th>
<th>Positive Attributes</th>
<th>Negative Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Administrative databases</td>
<td>+ Large, often diverse populations</td>
<td>− Lack of detailed clinical information</td>
</tr>
<tr>
<td>Registries</td>
<td>+ Detailed clinical information</td>
<td>− Tend to focus on specific diseases/conditions</td>
</tr>
<tr>
<td>Integrated healthcare systems</td>
<td>+ Linked billing and clinical information</td>
<td>− Populations defined by local geography and demographics</td>
</tr>
<tr>
<td>Hospitals and tertiary healthcare systems</td>
<td>+ Detailed clinical information</td>
<td>− Open cohorts</td>
</tr>
<tr>
<td>Linked EHR data systems</td>
<td>+ Detailed clinical information on huge populations</td>
<td>− Complexity of logistics and analysis</td>
</tr>
</tbody>
</table>
or bill. Consequently, the scope and detail of data generated is geared specifically toward billing purposes and, as such, may be limited when employed for CER. A second, widely used form of EHR data arises from disease-specific registries. The Surveillance, Epidemiology, and End Results (SEER) Program of the National Cancer Institute, for example, collects data from 17 tumor registries, covering approximately 28% of the U.S. population and 97% of incidence cases in the registries catchment areas [97]. Information routinely collected by SEER includes data on demographics, tumor characteristics and stage at diagnosis, initial treatment regimens, and follow-up for vital status. A second example of a large, national registry is the United States Renal Data System, funded by the National Institute of Diabetes and Digestive and Kidney Diseases, that collects, analyzes, and distributes information on the end-stage renal disease population in the United States, including treatments and outcomes [99]. Other examples include the CORRONA database, a nationwide prospective registry of patients with rheumatoid arthritis in the United States [72] and the Bariatric Surgery Registry at Kaiser Permanente Southern California [137]. Finally, beyond the United States, many countries provide universal health care and are able to use unique personal identifiers to link systems to build registries that contain complete and comprehensive electronic health data; most prominent among these are Scandinavian countries, including Denmark [32], Norway [101], and Sweden [144].

### 14.2.3 Integrated Healthcare Systems

While registries provide greater clinical detail than most administrative databases, other than registries associated with national healthcare systems, they focus on specific diseases and/or health conditions. In contrast, integrated health organizations that simultaneously provide insurance coverage and healthcare maintain databases that collect a wide range of health-related information on entire populations. An example of such an organization is Group Health Cooperative, which provides comprehensive health care on a prepaid basis to approximately 600,000 individuals in Washington State and Idaho [125]. As part of their administrative systems, Group Health maintains electronic databases that record information on health plan enrollment, healthcare use including laboratory values, procedures, diagnoses, and pharmacy dispensings. Since 2005, a fully integrated EHR system based on EpicCare (Epic Systems Corporation of Madison, Wisconsin) documents all patient care at Group Health clinics, including vital signs such as height, weight, and body mass index (BMI). Collectively, these electronic systems provide a detailed record of a patient’s health both prior to and after diagnosis of any given condition. This, in turn, gives comparative effectiveness researchers opportunities to investigate questions of disease prevention among healthy individuals as well as treatment options among sick patients.

In addition to Group Health, many integrated health organizations maintain comprehensive EHRs. Examples include Kaiser Permanente
Southern California, Kaiser Permanente Northern California, Harvard Pilgrim in Boston, Massachusetts, and the Henry Ford Health System in Detroit, Michigan. These systems, together with 13 others, are members of the HMO Research Network (HMORN) which, collectively, covers 13.7 million lives in the United States [63]. Beyond these entities, another example of a large integrated healthcare system is the Veterans Health Administration (VA). Providing care for nearly 9 million veterans in the United States, the VA runs an information resource center (VIReC) to facilitate research using their extensive EHR systems in collaboration with VA researchers [150].

14.2.4 Hospital and Tertiary Healthcare Systems

A key advantage of integrated organizations, such as the VA and those in the HMORN, is that the linkage between insurance and health care provides incentives for patients to receive all of their care within a single system. While patients can, of course, disenroll from their plans, for the most part, this linkage provides researchers with (essentially) closed cohorts of patients with little risk of relevant information being recorded outside of the organization’s EHR. Most patients in the United States, however, receive care outside such systems. In particular, most patients have health insurance through one organization and receive health care from another. Most prominent among such health insurers is the federal government, specifically with the Medicaid and Medicare programs. With the decoupling of insurance and health care, patients are free to choose whichever hospital they would like to receive their care at, on an as-needed basis. Many of these “stand-alone” hospital systems maintain comprehensive EHRs. Examples with established track records for research include Brigham and Women’s Hospital, Boston, Massachusetts; Vanderbilt Medical Center, Nashville, Tennessee; and Mayo Clinic, Rochester, Minnesota.

14.2.5 Linked EHR Data

Finally, in addition to the vast number of stand-alone resources available to CER researchers, there are many ongoing systematic efforts to directly bridge gaps across differing EHR systems to enable biomedical research. One established resource in the HMORN’s Virtual Data Warehouse (VDW) [66]. Briefly, the VDW consists of a collection of dataset standards and automated procedures that allow data retrieval programs to be developed at one of the HMORN sites and run seamlessly at 15 of them. This provides the comparative effectiveness researcher with an efficient framework for the quick extraction of large, detailed datasets for multisite studies without the need for site-specific customization. Other similar systems maintained by the HMORN include the Center for Education and Research on Therapeutics (CERT) [109] and the Cancer Research Network (CRN) [96]. Beyond the HMORN, the National Cancer Institute maintains the SEER-Medicare Linked
Database, which reflects the linkage of the two large component EHR data resources to provide researchers with comprehensive health-related information on 1.6 million Medicare beneficiaries who developed cancer, both prior to and after diagnosis. Other initiatives, recently funded by the federal government, include the Electronic Medical Records and Genomics (eMERGE) Network, a consortium of nine institutions with linkages between DNA repositories and EHR systems [92] and the Mini-Sentinel Initiative, which collates EHR data from 18 participating organizations to create an active surveillance system to monitor and evaluate safety of FDA-regulated medical products [93].

14.3 Comparative Effectiveness of Antidepressant Medication on Weight Change

To ground the discussion of methodologic challenges that can arise when using EHR-derived data for CER, we describe an ongoing comparative study of antidepressant medication. Jointly, depression and obesity represent major public health concerns with substantial impact on medical morbidity, healthcare spending, and quality of life [40,140]. While the processes underlying their impact on health outcomes are the subject of much recent research [36,84,102,151,160], there is a growing body of clinical evidence suggesting that the choice of antidepressant drug therapy may influence changes in weight over time [136]. With climbing rates of obesity [40,104] and antidepressant agents, the most commonly prescribed drugs in the United States [105], understanding the impact of different antidepressant drugs on weight change over time is crucial to helping patients and physicians make informed decisions regarding treatment. The primary goal of the study, therefore, is to evaluate the comparative effects of different medications on subsequent weight changes over time.

The setting for the study is Group Health (see Section 14.2.3). To study the relationship between antidepressant drug therapy and weight change, we considered all adult Group Health enrollees, aged 18–65 years, with a diagnosis of depressive disorder (ICD-9 = 296.2x, 296.3x, 311, or 300.4) and who initiated a new monotherapy episode of antidepressant drug treatment between January 2006 and November 2009. A new monotherapy episode was defined as a dispensing for a single medication, without any other antidepressant medication dispensing in the prior 9 months. Following data abstraction from the EHR, \( n = 16,277 \) patients satisfying the inclusion/exclusion criteria were identified. For each patient, we extracted all records in the EHR, censoring follow-up at the first of 720 days posttreatment initiation, disenrollment from their Group Health plan, November 1, 2009, or death.
14.4 Challenge #1: Accessing EHR Data

A key motivation for using EHR data for CER is that, from the perspective of the researcher, the data infrastructure already exists. That is, the data exist in an electronic format in some health systems-specific repository or across multiple such systems [2,5]. Unfortunately, that the data exist does not mean that they are easily extracted. In particular, as in the antidepressants study described in Section 14.3, relevant electronic health-related data may reside in numerous places within any given system; demographic information, laboratory measurements, clinical notes, pharmacy prescription data, and billing claims may all be stored in separate purpose-built databases. Furthermore, if these systems/databases were developed independently or over different time frames, they may not be structured around some common, unique patient identifier. As such, in contrast to databases that are developed and built specifically for research purposes, the first practical challenge of an EHR-based study is the extraction of data into a format that is suitable for the intended analysis and is compatible with the intended analysis software. Specifically, prior to assessments of data quality and analyses, researchers may face two practical challenges:

1. Coding and classification of clinical information from text-based notes
2. The linkage of information from multiple sources when a unique patient identifier is unavailable

14.4.1 Coding and Classification of Text-Based Notes

Ultimately, for information in the EHR to be used in quantitative analyses, it must be translated into discrete data elements. In many instances, however, the information contained in the EHR consists of unstructured text-based clinical notes [5]. Examples include detailed history notes, notes on recommendations given to a patient, preoperative assessments of a patient about to undergo surgery, notes on the interpretation of a radiology report, and discharge summaries. In the antidepressant study, a patient’s clinical notes could supplement the EHR by providing information on their history of depression, prior medication use, and current smoking status. It might also provide important information on missingness in the EHR; if standard practice is that weight is measured at a primary care visit and yet one is not recorded in the EHR, the clinical notes could provide insight.

Taking full advantage of data contained in clinical notes requires the accurate translation of free text into discrete data elements suitable for analyses. This represents an incredibly difficult task with specific challenges, including spelling/grammatical error identification, the identification of specific words/phrases and their categorization, disambiguation of homographs
(i.e., words with multiple meanings), negation and uncertainty identification, and relationship extraction. Toward addressing these challenges, the theory of natural language processing (NLP) provides a framework for information retrieval and processing [95]. With a rich history in the fields of artificial intelligence and linguistics, early NLP algorithms were based on sets of rules derived from formal theories of grammar. More recently, statistical methods from the machine-learning literature have been used to develop and evaluate NLP algorithms; specific methods include support vector machines, conditional random fields, and hidden Markov models [87]. For any given method, learning can be supervised when “truth” is known and results can be validated. If the truth is not known, the learning process is unsupervised and relies on the discovery and recognition of patterns.

Regardless of the approach used, an important consideration is that of overfitting where the algorithm performs poorly outside of the data setting used to develop it. One strategy for minimizing this is cross-validation, which repeatedly randomly partitions the data into a training portion and a validation subsample; validation results are then averaged across the rounds and used as a basis for choosing a final algorithm [52].

In the context of EHR-based CER, NLP has most successfully been applied when interest lies in the determination of some specific data element, such as a diagnosis. An initial goal of the eMERGE network, for example, was to investigate the feasibility of genome-wide association studies with phenotype information obtained from each institution’s EHR. To supplement billing codes, laboratory measurements, test results, and clinical documentation, NLP was used to increase both sensitivity and specificity in the identification of patients with specific phenotypes [34]. An important caveat, however, is that NLP algorithms are typically not generalizable beyond the settings in which they were trained [138]. That a significant investment of time and resources is required to develop an NLP algorithm, the lack of generalizability has been used as a rationale for not pursing information in text-based fields at all [2]. Nevertheless, there are ongoing efforts to develop NLP platforms that interface with EHR systems and are usable for CER [53].

14.4.2 Linkage in the Absence of Unique Patient Identifiers

In many settings, a patient’s electronic health data is not stored in a single database. Consider, for example, a Medicare enrollee who has a cancer diagnosis. While CMS databases track healthcare-related claims and billing information, detailed information on their medical history, diagnosis, treatment, and follow-up is not. If the Medicare enrollee resides in one of the SEER registry catchment areas, this information is captured albeit in a different database. Given a unique patient identifier common to both databases, the linkage of information would be trivial (barring data entry mistakes). Unfortunately, however, since the CMS and SEER programs were developed and are administered by two different federal entities, there is no built-in common
identifier for the individual. Fortunately, to resolve this, the National Cancer Institute and CMS began a collaborative effort in 1991 to link the two databases [153].

The field of record linkage provides a framework for merging patient data from multiple sources when no “gold standard” identifier is available [49,79]. For the most part, algorithms in record linkage work by constructing a score (based on some metric) that quantifies the extent to which two records are from the same patient. The numeric score is then evaluated against some predetermined threshold and a final decision of whether or not the two records are from the same patient is made. Typically, methods for linkage fall into one of two broad classes: deterministic rules and probabilistic models.

Deterministic rules consider two records to be linked if they both satisfy prespecified threshold conditions for a collection of fields. The SEER-Medicare linkage algorithm, for example, starts out by asking whether or not a valid social security number (SSN) is available in both records. If it is, the records are (deterministically) linked if the records are complete matches on any of the following collections:

1. SSN and first name and last name
2. SSN and first name and month of birth and sex
3. SSN and last name and month of birth and sex

If a valid SSN is not available as a basis for matching, additional collections are considered, which include year of birth, day of birth, middle initial, month and year of death, and individual digits of the SSN, if available [110]. In practice, linkage decisions can be based on requiring an exact match for each field or can permit certain fields to only partially match; matching based on first and last names in SEER-Medicare, for example, only considers the first six positions. Although deterministic rules are relatively easy to implement, they tend to be ad hoc and difficult to generalize as a universal methodology, and their accuracy can be very sensitive to data quality [79].

Instead of relying on the specification of a set of rules, probabilistic methods rely on some underlying statistical model for the agreement between two records across a set collection of fields. Given estimates for the parameters that index the model, distance metrics are evaluated for each pair of records and compared to some predetermined threshold. As with statistical methods for NLP, probabilistic linkage models can be supervised when the truth is known or unsupervised if the truth is not known. One specific unsupervised methodology that has been extensively used for record linkage is latent class models. Briefly, the unknown linkage status of two records (i.e., linked or not linked) is treated as a latent variable. Mixture models are then used to characterize the relationship between the unobserved latent variable and the observed matching status of the various individual fields; matching patterns across the fields are viewed as arising from mixtures of matches and
nonmatches. Specification of the mixture models includes the classic Fellegi–Sunter model, which assumes conditional independence among fields given the latent class [38], log-linear models for the expected number of distinct matching patterns [76], and probit latent class models that permit general correlation structures among the individual fields [159]. Beyond these unsupervised methods, approaches have been proposed that make use of “gold standard” clerical review data. Larsen and Rubin [76], for example, developed a strategy that iterates between identifying specific records for clerical review and re-estimation of the mixture model parameters.

14.5 Challenge #2: Ensuring EHR Data Is Research Quality

In addition to information encoded in free-text fields, EHRs typically contain a wealth of information stored in structured fields. Examples include a patient’s gender and age, anthropomorphic measurements such as weight and height, results from laboratory tests, diagnosis codes, and prescriptions. Fortunately, in contrast to free text, information stored in these fields is typically relatively easy to extract and export into a format that can then be used for analysis. That these data can be readily extracted, however, does not mean that they are suitable for CER. In particular, since priorities between clinical and billing contexts often differ from those of research contexts, an oft-cited criticism of EHR-derived data is that they are not of the same quality as data obtained from dedicated research studies [155]. Crucially, since EHR data accrue outside the context of any particular research study agenda or protocol, researchers have no a priori control over data collection, including the timing of measurements, as well as on definitions and standards of measurement to be used.

To understand the limitations of EHR-derived data, researchers often conduct internal quality assessments. Over the last 20 years, numerous literature reviews have sought to synthesis the performance of such quality assessment studies [23,64,145,146,156]. Broadly, one finds that there is substantial variation in quality across EHR systems and that this variation is determined by the complex interplay of patient-, healthcare provider-, and organizational-level factors and decisions. To address this complexity, a number of classification schemes have been developed to provide researchers with a structured approach to defining “quality” in any given EHR setting—Hersh et al. [61], for example, recently developed a set of quality-related caveats on the use of EHR in CER.

While recognizing the multifaceted nature of “quality,” in this chapter, we focus on two general themes:

1. Completeness of EHR data, or lack thereof
2. Accuracy of EHR, or lack thereof
Both themes lend themselves to the application of statistical methods that have been published in the literature. In the remainder of this section, we consider them in turn, providing details on the challenges that arise specifically in the context of EHR-based CER and on existing methods that researchers can employ.

14.5.1 Incomplete Data

Returning to the antidepressants study, Figure 14.1 provides a summary of weight-related information for six patients over the course of the first 720 days since treatment initiation.

**FIGURE 14.1**
Observed weight information up to 720 days posttreatment initiation in the Group Health EHR for six patients identified as satisfying the inclusion/exclusion criteria of the antidepressant’s comparative effective study. Gray lines indicate an encounter with the healthcare system; a dotted black line indicates follow-up was censored on November 1, 2009; a solid black line indicates follow-up was censored due to disenrollment. Black dots indicate that a weight measurement was obtained and recorded in the EHR.
days posttreatment initiation. In each panel, a vertical gray line indicates that an encounter with the healthcare system took place on that date; a black dot indicates that a weight measurement was obtained and recorded in the EHR. For the first of these patients, represented by the top-left panel, we see that their interactions with the Group Health healthcare system were intense. Over the 2-year follow-up period, they had a total of 87 encounters from which a total of 31 weight measurements were recorded in the EHR. Since these measurements are distributed throughout the 720 days, they provide rich data on the patient’s weight trajectory over time.

In contrast, the patients represented by the remaining panels have relatively sparse information. Consider, for example, the top-right panel. This patient only had 24 encounters over the 2-year period, with only 8 weight measurements recorded in the EHR. Furthermore, these measurements are recorded at irregular time points, with two long time periods during which no weight-related activity was observed. The patient in the middle-left panel has a similar quantity of information (specifically, 31 encounters and 9 weight measurements) although the activity took place entirely within just over 1 year; at day 433, the patient disenrolled from Group Health. The remaining panels describe patients whose follow-up time was censored due to the end of the study observation period (i.e., November 1, 2009), although their activity in the EHR in terms of encounters and weight measurements is very different.

Collectively, the six panels in Figure 14.1 highlight the notion that, while a patient’s weight trajectory progresses smoothly in time, the information available in the EHR consists of a series of “snap-shots” that vary substantially in both frequency and timing. In principle, one could use a linear mixed effects model for longitudinal data to analyze the observed weight measurements [39,75]. Such an analysis is appealing in that correlation within a subject is accounted for through the use of random effects and that observations are not required to be measured at regular intervals in time. The validity of results, however, requires assumptions regarding the frequency and timing of the observed data. In particular, validity requires the “missing at random” (MAR) assumption, which states that the process by which the observed data are generated depends solely on factors that are completely observed within the EHR [82]. If, for example, the timing of any given measurement is dictated solely by when the previous measurement occurred, then MAR would hold. If the timing depends solely on comorbid conditions and other patient-level characteristics (e.g., gender, age) that are measured in the EHR then, again, MAR would hold. Finally, if the timing depends on decisions made by the physician or the healthcare system or both and that these decisions are documented in the EHR or elsewhere, then, again, MAR would hold. If, however, the timing and frequency are determined (even in part) by factors that are not measured in the EHR, then MAR will not hold. The observed data are then said to be “missing not-at-random” (MNAR). In the context of the antidepressants study, the observed data would be MNAR
if patients who had recently gained or lost weight systematically decided not to engage with the healthcare system and/or refused to be weighed. For completeness, we note that a third scenario is where the observed data are “missing completely at random” (MCAR), which corresponds to the irregular frequency and timing of data in the EHR being unrelated to any patient-, physician-, or organizational-level factors.

Determining whether or not the observed data are MCAR, MAR, or MNAR is crucial: if an assumption is made but fails to hold, analyses may be subject to bias with downstream consequences for the validity of conclusions and guidance on clinical decision-making. It is important to note that this bias is distinct from confounding bias. In particular, while confounding bias concerns the establishment of internal validity, regarding causation, bias that arises in the missing data context speaks to the external validity and the ability to generalize beyond the sample to the intended patient population of interest [50]. To emphasize this distinction, and the fact that both types of bias can arise in any given comparative effectiveness study, we refer to bias due to missing data as “selection bias” [57]. Methods for the control of confounding bias in EHR-based CER are reviewed in Section 14.6.

To identify and control selection bias, a detailed understanding of the process by which the EHR data was generated and recorded is required. Unfortunately, understanding this process, sometimes referred to as the provenance [130], can be a difficult task since

- Measurement requires active engagement with the clinical system and is rarely passive (i.e., does not continue once a condition has been treated or a patient disenrolls) so that it is difficult to distinguish between a missing value and a negative value.
- Patients do not necessarily receive care consistent with standards at their institution and those standards may change over time.
- Patients may receive care at multiple organizations/facilities so that the absence of information does not mean that care is not being received.
- The EHR system may be unable to record the measurement of interest by design.
- The design and structure of the EHR system may change over time, as can coding policies/procedures.
- With finite time during routine healthcare encounters, whether or not a measurement is taken and recorded may be tied to clinical priorities such as those determined by the presenting condition.

In practice, any given EHR-based comparative effectiveness study may or may not suffer from any or all of these issues. As issues are identified, however, researchers must consider which patient-, healthcare provider-, organizational-level factors influence them [5,23,61,103,145]. The extent to
which each of these factors is available to researchers determines, in large part, whether or not the observed data are MAR or MNAR.

Given a detailed understanding of the data provenance, researchers have at their disposal a vast literature on the analysis of missing/incomplete data with which to perform statistical adjustments for selection bias. In general, the two most common approaches to handling missing data are multiple imputation (MI) \([82,123]\) and inverse-probability weighting (IPW) \([78,119]\). Interestingly, while these methods are pervasive in the statistical literature, there is a general paucity of papers that are specifically developed to the context of EHR-based CER. One notable exception is a paper by Wells et al. \([157]\), which reviews the use of MI in EHR-based studies, focusing on MI by chained equations \([18,158]\), and gives a number of broad recommendations for accommodating the high-dimensional nature of EHR data. The paper also provides a review of software implementations of MI.

The extent to which either MI or IPW provides valid results, however, hinges on the appropriateness of the MAR assumption. In particular, if an important determinant of provenance is not available, then the observed data are MNAR. In the antidepressants study, for example, Group Health does not uniformly collect information on socioeconomic status in their EHR. If patients across different socioeconomic statuses interact with the healthcare system in systematically different ways, one would not be able to perform the necessary adjustments using either MI or IPW. Consequently, residual selection bias would likely remain, even after adjustment for known determinants of provenance. One long-term solution is to modify the EHR to collect broader and/or more detailed information, beyond that collected for clinical and administrative purposes, specifically with secondary research agenda in mind. Recently proposed distributed health data networks aim to achieve this on a national scale \([88]\). In the short term, researchers faced with EHR data that are MNAR can perform sensitivity analyses in an effort to understand how robust their results are under various scenarios for the way in which the missing determinant impacts provenance. While frameworks for sensitivity analyses in missing data analyses have been developed \([20,31]\), none have been developed specifically for EHR-based studies and how best to do this remains an open question.

### 14.5.2 Inaccurate Data

A second theme regarding quality of EHR-derived data is the extent to which the extracted information provides an accurate representation of the patient’s true state at the time the measurement was recorded or, perhaps less ambitiously, an accurate representation of what would have been collected had a dedicated study been conducted. In practice, while standards of care are typically established at institutions that maintain EHR systems, measurements obtained during routine clinical care may be subject to a broad range of practical phenomena that affect their accuracy and, ultimately, their suitability for
research purposes. In the antidepressants study, for example, weight measurements in the EHR may have been taken with or without extra clothing and shoes or may be self-reported if there was insufficient time during the clinical visit [3].

More generally, as others have pointed out, the notion of “accuracy” is multifaceted, with potential problems arising at the level of the patient, healthcare provider, and organization [5,23,61,103,156]. In particular, comparative effectiveness researchers should consider:

- **The potential impact of the timing of measurements.** Glucose measurements in studies of type 2 diabetes mellitus, for example, are generally preferred to have been obtained when the patient has fasted to ensure that recent meals do not influence the observed value. Similarly, circulating melatonin levels are typically measured from urine specimens, which are generally preferred to have been obtained in the morning prior to the first void after sleep. If the fasting status or timing of the measurement is not known or difficult to ascertain from the EHR, the observed values may not be an accurate representation of what the researcher would actually hope to have access to.

- **How coding policies and procedures vary across institutions and over time.** In many settings, the International Classification of Diseases (ICD) system is used to classify and record diagnoses. Maintained by the World Health Organization, the system was last updated in 1994, expanding the 17,000 codes in the ICD-9 system to over 155,000 codes in the International Classification of Diseases, Tenth Revision (ICD-10) systems; the next planned update is due to be published in 2017. While the United States currently uses ICD-9 codes to classify and record diagnosis, on October 1, 2015, all U.S. healthcare agencies will be required by the Department of Health and Human Safety to use ICD-10 codes to classify and record diagnoses. This change will affect many EMR-based CER studies, as the collection of health outcome data relying ICD codes will have to be modified. Unfortunately, while similarities exist, there is no road map that clearly walks between ICD-9 and ICD-10 codes. As previous countries have made this transition successfully, however, U.S.-based researchers may be able to borrow from earlier international work in this area as well as develop new and improved algorithms for utilizing ICD-9 and ICD-10 codes in the same study without jeopardizing validity.

- **Information obtained directly from patients may be inconsistently collected and subject to recall bias.** While much of the EHR, including anthropomorphic and laboratory measurements, can be obtained with a degree of objective accuracy, some values may rely on the patient’s direct input. Examples include family history, diagnosis dates for prevalent conditions, and past and present medication use. While
recall bias is a well-known challenge, the extent to which the information is accurate also depends on the effort undertaken by the healthcare provider in obtaining it. As such, variation in recall-related accuracy may arise within an institution across patients and providers as well as over time.

- **Technological advances that may have changed how biomarkers are measured.** For certain biomarkers, such as CD4 count and human immunodeficiency virus (HIV) viral load, measurement technologies may have lower and upper limits of detection as well as inherent measurement error variation. As comparative effectiveness researchers wait for these technologies to evolve and become more uniformly adopted, they must contend with the resulting variation in accuracy over time and across institutions.

- **Some inaccuracies may be purposeful.** Many electronic health systems record diagnoses for both clinical and billing purposes; in some of these, the coding polices at the level of the organization may be geared toward optimal reimbursement. Jackson et al. [69], for example, found that the ICD-9 codes used for billing purposes in claims databases suffered substantial inaccuracies when compared to gold standard information from a medical chart review. Furthermore, in some settings, physicians may employ specific coding policies if there are downstream consequences for the patient [103].

In the event that information obtained from an EHR are thought or found to be inaccurate, comparative effectiveness researchers have at their disposal a number of ways forward. In the long term, researchers are working to establish common standards for EHR coding to ensure that clinical protocols are better aligned with the rigor of typical research protocols. Raebel et al., for example, propose a unifying set of definitions for prescription adherence [112]. In the short term, researchers may perform validation studies on small samples of their populations evaluating standard measures of accuracy, including sensitivity, specificity, positive predictive values, and negative predictive values [107]. Recent examples in the CER literature include a quality assessment of EHR data for classifying newly diagnosed from preexisting type 2 diabetes patients [73] and a validation study of accuracy of EHR-based information on the measurement of lipid management adherence [30].

If such validation studies indicate that the observed data are either sufficiently accurate for direct use or that the inaccuracies are nondifferential with respect to treatment choice and the outcome of interest, then researchers can proceed without adjustment with the only caveat being the possibility that the observed results will be attenuated toward the null. Results from these studies can either be interpreted as stand-alone or used together with established statistical methods for the adjustment of measurement error and misclassification. Two accessible but comprehensive overviews of these
methods, including likelihood-based methods, regression calibration, and SIMEX, are given by Buonaccorsi [16] and Gustafson [48]; two additional references, specific to methods for measurement error, are texts by Fuller [42] and Carroll et al. [21].

As with the application of existing solutions for missing data, however, current methods for measurement error and misclassification do not explicitly account for the inherent complexity of EHR-derived data. The extent to which these methods fail to adjust for inaccuracies in EHR-derived data as well as the development of new methods that acknowledge the complex provenance of measurements are currently open areas of research.

14.6 Challenge #3: Confounding Bias in EHR-Based CER

Finally, even if appropriate information can be extracted from the EHR and it is of sufficient quality to be used for research purposes, the most-often cited challenge associated with the use of EHR data for CER is the potential for confounding bias [71]. While randomized trials are the established gold standard for assessing causation as it relates to comparing alternative treatment options, treatment is never randomly assigned in the clinical contexts that EHR systems represent. This, in turn, raises the possibility that observed differences in outcomes across different treatment choices may be spurious in the sense that they are driven by other factors that influence treatment choice. In the antidepressants study, for example, recent work has shown that the choice of antidepressant medication in clinical contexts can be driven, in part, by the patient’s weight trajectory immediately prior to the diagnosis of depression [7]. Furthermore, a patient’s pretreatment initiation weight trajectory is also likely to be associated with subsequent weight changes. Consequently, if variation in pretreatment weight trajectory is not accounted for in the primary comparative analyses, the results may be spurious and the ability to interpret the results as representing causal compromised.

Outside of the specific context of EHR-based CER, there is a vast literature on methods for unbiased estimation of causal treatment effects from observational data, as discussed in the first three chapters of this book [60,106]. These methods generally have two steps:

1. Identify a set of risk factors such that adjustment for these factors eliminates confounding bias.
2. Use a statistical technique to estimate the desired causal effect.

Undertaking the first of these steps in an EHR-based comparative effectiveness study is nontrivial, however, because it requires evaluating potentially hundreds of patient-, healthcare provider-, and organizational-level factors
that may influence the often-complex decision of treatment choice. Fortunately, recent work has sought to directly address this issue. As we describe the methods, we first consider the setting where all potential confounders are available in the EHR. We then consider methods for the setting where one or more important factors are not available, a setting typically referred to as unmeasured confounding.

14.6.1 Confounding Bias When All Potential Confounders Are Measured

Suppose all potential confounders are measured in the EHR and that, likely in collaboration with subject-matter experts, a subset of these risk factors can be identified as being sufficient for the control of confounding [47]. Given this information, by far the most common approach for the statistical control of confounding bias is to include each of these factors into the outcome regression model, along with indicators for treatment choice. This approach is referred to as regression adjustment. Intuitively, by conditioning on these factors in the model one “breaks” or “controls” for their association with the outcome so that they no longer confound the association of interest. An alternative is to break or control their association with treatment choice so that, again, they no longer confound the association of interest. The latter approach requires building a model for treatment choice, as a function of potential confounders, generally referred to as a propensity score model [120].

As discussed in Chapter 1, given this model, one can then use the fitted propensity score values as balancing scores so that, under certain assumptions, the causal effect of interest can be identified without bias; commonly implemented approaches include stratification [83,121], matching [74,124], and inverse probability weighing [58].

In practice, notwithstanding the current enthusiasm for propensity score adjustment, the two approaches generally work equally well as methods for the control of confounding [141]. In studies of rare outcomes, researchers may prefer propensity score adjustment because it avoids the loss of degrees of freedom associated with including additional covariates into a model for the outcome. In an EHR-based study, however, sample size may be less of an issue. Given their similar performance in most settings, arguably, if one is to choose between the two methods, then the most reasonable approach to doing so is to determine whether or not more is known about determinants of the outcome, including the functional form of the association, or if more is known about determinants of treatment choice. If the former is the case, regression adjustment will likely be more successful; if the latter, propensity score adjustment should be pursued. If one is unable or unwilling to choose between the two approaches, recent doubly robust methods integrate them to provide a framework within which researchers can have the best of both worlds [4,43,149].

While many comparative effectiveness studies consider point treatments (i.e., treatments that are allocated at a single point in time), an important
strength of EHR data is the rich longitudinal data that is available on patients. This provides researchers with unique opportunities to evaluate treatments that vary over time, perhaps dynamically in response to how the patient reacts to treatment as well as to changes in other factors. Evaluating causal effects for such time-varying treatment choices, however, is considerably more complex than evaluating causal effects for point treatments [60]. Consider, for example, a modification to the antidepressants study for which interest lies with not just the choice of medication but also the dosing of each drug. Assuming the relevant information is available in the EHR, it is reasonable to suppose that decisions over time regarding the choice and dose of medication in clinical contexts is driven by prior choices/doses as well as how the patient is responding to those choices/doses. The interplay between these decisions can result in time-dependent confounding bias. Unfortunately, the direct application of standard methods in the presence of time-dependent confounding does not resolve confounding bias [58]. Two strategies that permit the control of time-dependent confounding include those based on marginal structural models [27,56,115,118] and on structural nested mean models [116,117]. The reader can consult Chapters 1 and 3 for further discussion.

As emphasized at the beginning of this section, regardless of the analytic approach used to account for confounding bias, the distinguishing challenge in EHR-based CER is that the available data is often so rich that it is difficult, if not impossible, to choose a succinct set of patient-, healthcare provider-, and organizational-level variables such that their control will eliminate confounding. Although one could, in principle, guarantee the control of confounding by including any and all possible confounders into an outcome regression or propensity score model, overadjustment is undesirable in that it can lead to significant losses of statistical power [46,122,128]. While methods for variable selection for outcome regression models are well established [52], the recent literature has seen numerous methods proposed for variable selection specific to marginal structural models [14] as well as for propensity score-based analyses including high-dimensional propensity scores [133,147] and Bayesian methods that aim to explicitly account for all sources of uncertainty [152,161].

### 14.6.2 Unmeasured Confounding

While advances in analysis methods for conducting EHR-based CER have been made, most rely on the assumption that information is readily available on all potential confounders. Also known as the assumption of no unmeasured confounding, the extent to which it holds is particularly tenuous in EHR-based CER since healthcare decisions are often complex and made considering patient, healthcare provider, and organizational preferences. Even with the rich information available in an EHR, it is possible that one or more factors that induce confounding bias are not measured. When an important
confounder is missing from the observed data, researchers currently have at their disposal three strategies for moving forward.

Instrumental variable (IV) analysis has enjoyed recent enthusiasm in the comparative effectiveness literature. See Chapter 2 for a detailed discussion of this approach. Briefly, an IV is a variable that is associated with treatment choice but has no direct effect on the outcome of interest [1]. If such a variable can be identified, the potentially confounded association between treatment choice and the outcome can be adjusted by (i) the relationship between the IV and treatment choice and (ii) the lack of a relationship between IV and the outcome, other than through treatment. From this we see that IV analyses permit the estimation of causal effects without the need to identify and control potential confounders of treatment. This is clearly an appealing property, especially in the complex setting of EHR-based CER. However, the fact that the variable under consideration is indeed a true IV is a very strong assumption that cannot be empirically verified [59,90]. Hence, IV analyses avoid the unverifiable assumption of no unmeasured confounding with a different unverifiable assumption. In practice, this has translated to relatively few variables being posited as plausible IVs in CER settings, with the most prominent being provider prescribing preferences in the context of pharmacoepidemiological studies [25,113]. From an inferential perspective, if the variable under consideration is a plausible IV, standard errors and statistical power are related to the strength of the association between the IV and treatment choice. If this association is weak, IV analyses can be subject to bias and inflated standard errors [8,68,90]. Recent work, however, has sought to mitigate this problem [13,17,24,94].

IV analyses are particularly useful when the unmeasured confounders are themselves unknown; that is, the factors driving treatment choice are not completely understood. In the somewhat more straightforward setting where the potential confounders are known but not measured, it is sometimes possible to collect additional, detailed information on a subsample of patients to supplement the information known on the larger analysis sample [35,134]. While the subsample can be chosen at random, statistical efficiency/power gains can often be obtained by stratified and/or outcome-dependent sampling [9,10,28,51,154], including in longitudinal settings [126,127]. Recently, a number of calibration-based methods have also been developed in an effort to make as much use of the broad information typically available on the larger patient population, beyond that specifically used to define the sampling frame for the subsample [11,12,81,142,143]. If it is unknown whether or not an important covariate not available in the EHR is truly a confounder, it may be possible to use detailed survey information on a subset of individuals to assess the likelihood of unmeasured confounding [135]. Finally, when the validity of the unmeasured confounding assumption is questionable and alternative methods cannot be used to make inference, researchers can appeal to recently developed study designs that can lessen the impact of unmeasured confounding. New user designs are common
in pharmacoepidemiological studies when individuals in prevalent user cohorts are thought to be different from all potential users of the drugs. For example, if substantial side effects are likely to begin soon after drug initiation, individuals who remain on the drug long term may in fact be healthier than all potential takers or resistant to harms [55,114]. Alternatively, instead of narrowing the treatment group definition, a well-chosen comparator group [100] or a restricted study population [111,131,132] can lessen the effects of unmeasured differences between exposure groups. A design-based approach to accounting for unmeasured differences between those who receive a therapy versus those who do not are self-controlled and cross over designs [86,89]. These study designs are most effective when the risk window of interest is short and time-dependent confound is of minimal concern.

Finally, when design and analytic strategies cannot be used to reduce unmeasured confounding to negligible levels, sensitivity analyses can be used to evaluate the impact of violations of the unmeasured confounding assumption on effect estimates and corresponding confidence intervals [129,131]. In particular, sensitivity analyses can bound effect estimates between “worst” and “best” case scenarios [45,85,120], under a specific hypothesized scenario [15,26,80] or over a range of plausible scenarios [91].

14.7 Concluding Remarks

Recent investments in EHR systems have given researchers unprecedented access to rich health-related information, which have the potential to help address many important CER questions that could otherwise not be addressed. Indeed, since EHR systems typically represent real-world contexts, they, arguably, have the greatest potential to provide the most relevant information to inform current questions of comparative effectiveness. Furthermore, ongoing initiatives, such as distributed data health networks [88], have the potential to embed informatics-based CER within healthcare systems providing the opportunity for “learning healthcare systems” to evolve. As researchers plan and conduct EHR-based CER studies, however, the data available and analyses conducted must be carefully scrutinized if conclusions drawn are to be translated into practical guidance for decision-making. While such scrutiny should be applied to any study, observational or randomized, EHR-based studies may require greater scrutiny because of the complex and high-dimensional nature of the data [145]. These attributes, in turn, lead to a number of challenges that CER researchers must consider, including how to extract data from the EHR system, the extent to which EHR data are complete and/or accurate, and the control of confounding bias. Recent developments in the methodology literature have sought to directly address
these challenges but, as discussed in this chapter, there are numerous open methodologic questions that remain.

We conclude by noting that while EHR data seems incredible as a potential CER resource, that the data are often so rich may itself be a hindrance in efficient research. In particular, that an EHR has so much information means that researchers may be able to pursue a broader range of scientific questions than would typically be the case. This, in turn, can often lead to a loss of focus with respect to scientific goals and researchers finding themselves in a position where they are performing analyses over and over again. With this mind, we believe that a useful general strategy for EHR-based CER is for researchers to perform a thought experiment prior to any data extraction/analyses in which they consider what the “ideal study” would have looked like had the researchers had the opportunity to design and implement it, akin to the discussion in Chapter 3 [29,55,130]. This thought experiment could proceed in the same way that one typically proceeds when developing a standard study protocol: set out the scientific specific aims and hypotheses, decide upon the population of primary interest, identify relevant covariates (i.e., outcomes, exposures, and adjustment variables), determine their operational definitions, set a measurement schedule (i.e., baseline/study entry and a series of regular follow-up visits), and outline an analytic plan. Collectively, these details provide a foundation for rigorous and reproducible CER in much the same way that a grant proposal does so that EHR-based studies have the best chance of truly informing clinical decision-making in the real world.
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ABSTRACT A treatment regime formalizes personalized treatment selection as a function that maps available patient information to a recommended treatment. Treatment regimes, by recommending if, what, when, and to whom treatment should be applied, have the potential for better patient outcomes as well as lower cost and patient burden. Thus, the goals of treatment regimes are closely aligned with those of comparative effectiveness research. However, many of the practical considerations central to comparative effectiveness research such as clinical impact, cost–benefit analyses, and subgroup identification have received little attention in the treatment regime literature. In this chapter, we review regression-based estimators of optimal treatment regimes. We use this class of estimators to illustrate four key challenges associated with evaluating the clinical and practical benefits of personalized treatment regimes; we offer some preliminary solutions and discuss several pressing open problems.

15.1 Introduction

Personalized medicine takes the perspective that the best possible health care requires that treatment be tailored to individual patient characteristics. This
Methods in Comparative Effectiveness Research

perspective is formalized as a treatment regime that is a function that maps up-to-date patient information to a recommended treatment. A treatment regime is said to be optimal if it maximizes the mean outcome if applied to the patients in a population of interest. There has been a recent surge of research on estimating an optimal treatment regime using both randomized and observational studies (Henderson et al., 2010; Orellana et al., 2010; Zhao et al., 2011; Goldberg and Kosorok, 2012; Moodie et al., 2012; Zhao et al., 2012; Zhang et al., 2012a,b; Moodie et al., 2013; Laber et al., 2014b; Kang et al., 2014). However, while many of these estimators have been demonstrated to have strong theoretical properties or good empirical performance in simulated studies, little work has been done on integrating these methods into clinical practice or evaluating their clinical impact. We identify and discuss four current challenges associated with evaluating treatment regimes: (i) evaluating the value added by a personalized treatment regime, say over, a one-size-fits all treatment strategy; (ii) identifying patient subgroups with maximal benefit; (iii) accounting for multivariate outcomes, for example, side effects and efficacy; and (iv) quantifying and communicating uncertainty associated with treatment recommendations. While we discuss some potential solutions to these problems, we believe that these challenges remain open and emphasize the need for more communication between quantitative researchers working in comparative effectiveness research (CER) and personalized medicine. These challenges are not exhaustive and are biased toward our own experiences and preferences.

This chapter is written from the perspective of personalized medicine. However, personalized medicine and CER are connected by the common belief that patients are entitled to the best possible clinical care and the common goal of uncovering the best way to provide care to patients. In personalized medicine, it is believed that, because of high patient heterogeneity, the best care requires tailoring treatment to characteristics of each patient. Thus, personalized medicine utilizes patient heterogeneity to improve the health outcomes of an entire population by identifying if, when, what, and to whom treatment should be applied. In contrast, a common goal of CER is to identify the best single treatment for a large heterogeneous population. Hence, both CER and personalized medicine seek to account for patient heterogeneity. Because CER studies involve a heterogeneous patient population, they may also be amenable to estimation of an optimal personalized treatment regime. The methods presented in this chapter might therefore be integrated into a CER study as a secondary analysis. Heterogeneity of treatment effects is discussed in more detail in Chapter 8.

An outline of the remainder of this chapter is as follows. In Section 15.2, we set up notation and review regression-based estimation of an optimal treatment regime. The following four sections introduce and discuss the challenges listed above. We provide a concluding discussion in the final section.
15.2 Regression-Based Estimators

We assume the available data \( \{(X_i, A_i, Y_i)\}_{i=1}^n \) comprise \( n \) independent identically distributed trajectories of the form \((X, A, Y)\), one for each subject, where \( X \in \mathbb{R}^p \) denotes patient characteristics; \( A \in \{-1, 1\} \) denotes binary treatment received; and \( Y \in \mathbb{R} \) denotes the outcome of interest, coded so that higher values are better. For simplicity, we assume \( A \) is randomly assigned with \( P(A = 1) = P(A = -1) = 1/2 \). In this context, a treatment regime, say \( \pi \), maps patient characteristics to a recommended treatment, \( \pi: \text{dom} \ X \mapsto \text{dom} \ A \). Under regime \( \pi \), a patient presenting with \( X = x \) is recommended treatment \( \pi(x) \). The value of a treatment regime \( \pi \), denoted \( V(\pi) \), is the expected outcome if all subjects in the study population were treated according to \( \pi \). The optimal treatment regime, say \( \pi^{\text{opt}} \), satisfies \( V(\pi^{\text{opt}}) \geq V(\pi) \) for all \( \pi \). Thus, the perspective taken in the estimation of a personalized treatment regime is that to achieve the best mean performance in a population of interest, one must tailor treatment choice to the individual characteristics of each patient. It can be seen that

\[
V(\pi) = \mathbb{E}\left[ \mathbb{E}\left\{ Y \big| X, A = \pi(X) \right\} \right] \leq \mathbb{E}\left[ \max_a \mathbb{E}\left\{ Y \big| X, A = a \right\} \right]. \tag{15.1}
\]

Define \( Q(x, a) \triangleq \mathbb{E}(Y|X = x, A = a) \). The right-hand side of Equation 15.1 does not depend on \( \pi \) and thus it can be seen that \( \pi^{\text{opt}}(x) = \arg \max_a Q(x, a) \). Regression-based estimators estimate \( \pi^{\text{opt}} \) by first modeling the regression of \( Y \) on \( X \) and \( A \) to obtain an estimator of \( Q(x, a) \), say \( \hat{Q}_n(x, a) \), and subsequently the estimator \( \hat{\pi}_n(x) = \arg \max_a \hat{Q}_n(x, a) \). Regression-based estimators are appealing due to their simplicity and familiarity to quantitative researchers. Nevertheless, despite this simple framework and a vast literature on these methods (Qian and Murphy, 2011; Lu et al., 2013), evaluating the clinical impact and benefits of such models is challenging and not well developed. Methods and perspectives from CER may prove useful in addressing some of these challenges.

15.3 Challenge 1: Evaluating the Value Added by a Personalized Treatment Regime

Implementation of a treatment regime may involve substantial logistical cost and patient burden, especially if the characteristics in \( x \) are costly or burdensome to collect (Huang et al., 2014). Thus, a natural question is whether a personalized treatment regime offers a clinically meaningful benefit compared with simply recommending the same treatment to all patients. Operationally,
the benefit of a personalized treatment in terms of the mean outcome is given by

\[ \theta^* = \mathbb{E} \max_a Q(X, a) - \max_a \mathbb{E} Q(X, a), \]  

(15.2)

where \( \mathbb{E} \max_a Q(X, a) \) is \( V(\pi^\text{opt}) \) and \( \max_a \mathbb{E} Q(X, a) \) is the best possible expected outcome achievable by assigning all patients the same treatment. If \( u \) denotes a clinically meaningful improvement in the expected outcome, then personalizing treatment might be deemed worthwhile if \( \theta^* > u \). One approach to testing \( \theta^* > u \) at level \( \alpha \in (0, 1) \) is to construct a \((1 - \alpha) \times 100\%\) lower confidence interval of the form \([\hat{\theta}, \infty)\) for \( \theta^* \); if \( \hat{\theta} > u \), then a personalized treatment strategy is deemed worthwhile, otherwise it is not. However, constructing a high-quality confidence interval for \( \theta^* \) is difficult due to the nonsmooth max-operator appearing in Equation 15.2. For example, one can prove that there is no regular or asymptotically unbiased estimator of \( \theta^* \) (Hirano and Porter, 2012). We illustrate these issues and discuss potential solutions using a linear working model for \( Q(x, a) \).

We consider a working model of the form \( Q(x, a; \beta) = x_0^T \beta_0 + a x_1^T \beta_1 \), where \( x_0 \) and \( x_1 \) are known features constructed from \( x \) and \( \beta = (\beta_0^T, \beta_1^T)^T \). Let \( E_n \) denote the empirical measure so that \( E_n f(Z) = \frac{1}{n} \sum_{i=1}^{n} f(Z_i) \). Let \( \hat{\beta}_n = \arg \min_{\beta} E_n (Y - Q(X, A; \beta))^2 \) be the ordinary least squares estimator of \( \beta \). An estimator of \( \theta^* \) is

\[ \hat{\theta}_n = E_n \max_a Q(X, a; \hat{\beta}_n) - \max_a \mathbb{E}_n Q(X, a; \hat{\beta}_n) = E_n |X_1^T \hat{\beta}_n| - |E_n X_1^T \hat{\beta}_n|. \]  

(15.3)

If we assume \( Q(x, a) = Q(x, a; \beta^*) \) for “true” parameter value \( \beta^* \), then \( \sqrt{n}(\hat{\theta}_n - \theta^*) \) can be seen to equal \( \sqrt{n} (E_n - E) |X_1^T \beta^*_1| + \sqrt{n} E_n (|X_1^T \beta_n^1| - |X_1^T \beta^*_1|) \). Define \( S_1 = (E X_1 X_1^T)^{-1} A X_1 (Y - X_1^T \beta_0^* - A X_1^T \beta_1^*) \), \( S_2 = X_1^T \beta_1^* \), and \( S_3 = |X_1^T \beta_1^*| \). And let \( (Z, W, U) \sim N(0, \Sigma) \), where \( \Sigma \) is the variance–covariance matrix of \((S_1, S_2, S_3)^T \). Then it can be shown (e.g., Laber et al., 2014a) that \( \sqrt{n}(\hat{\theta}_n - \theta^*) \) converges in distribution to

\[ U - [Z^T \mu_X + W]|1_{\mu_X^T \beta^*_1 = 0} - (Z^T \mu_X + W)[1_{\mu_X^T \beta^*_1 = 0} - 1_{\mu_X^T \beta^*_1 > 0}] \]

\[ + [E|X_1^T Z|1_{X_1^T \beta^*_1 = 0} + [EX_1^T (1_{X_1^T \beta^*_1 = 0} - 1_{X_1^T \beta^*_1 < 0})]Z] \]  

(15.4)

where \( \mu_X \) denotes \( EX_1 \) and \( 1_v \) denotes the indicator function that evaluates to 1 if \( v \) is true and 0 otherwise. The distribution given in Equation 15.4 does not change smoothly with the distribution of \( X_1 \) and the true value of \( \beta^*_1 \); thus, in finite samples where neither the distribution of \( X_1 \) nor the true value of \( \beta^*_1 \) is known, approximating the sampling distribution of \( \sqrt{n}(\hat{\theta}_n - \theta^*) \) is difficult. A consequence is that standard methods for constructing confidence
intervals, for example, the bootstrap or Taylor series arguments, are invalid without adjustment (Van Der Vaart, 1991; Dümbgen, 1993; Shao, 1994; Laber and Murphy, 2011; Chakraborty et al., 2013).

A number of methods exist for constructing valid confidence intervals for nonsmooth functionals that could potentially be extended to construct a valid confidence interval for $\theta^*$; we discuss two such methods. The first and potentially the simplest is to use subsampling (Politis et al., 1999). A subsampling confidence interval, say $[\hat{\theta}^{(b)} - \epsilon, \hat{\theta}^{(b)} + \epsilon]$, is formed by (i) drawing $B$ samples of size $n_b \ll n$ from the original data set without replacement; (ii) applying Equation 15.3 to each subsampled data set to obtain $\hat{\theta}^{(1)}_n, \ldots, \hat{\theta}^{(B)}_n$; and (iii) setting $\hat{\theta}^{(b)} = \frac{1}{100\%}$ to the $(1 - \alpha) \times 100\%$ lower percentile of these values. Subsampling is straightforward to implement for a given subsample size $n_b$ and has been shown to be consistent under very general conditions (Politis and Romano, 1994; Politis et al., 1999); however, $n_b$ is a potentially important tuning parameter. Data-driven methods for choosing $n_b$ can be found in Politis et al. (1999) (see also Bickel and Sakov, 2005; Chakraborty et al., 2013); however, how well these methods apply in this context is currently unknown.

An alternative approach that avoids the use of a tuning parameter is to use a projection interval that treats $\beta^*_1$ and $\mu_X^T\beta^*_1$ as nuisance parameters (Berger and Boos, 1994). Define $\theta^*(\beta, \nu) = \mathbb{E} \max_a Q(X, a; \beta) - |\nu|$ and $\hat{\theta}_n(\beta, \nu) = \mathbb{E}_n Q(X, a; \beta) - |\nu|$, then $\theta^* = \theta^*(\beta^*, \mu_X^T\beta^*)$ and for any fixed $\beta \in \mathbb{R}^P$, $\sqrt{n}(\hat{\theta}_n(\beta, \nu) - \theta^*(\beta, \nu))$ is asymptotically normal with mean zero and variance $\sigma^2(\beta) = \mathbb{E}((X^T\beta - \mathbb{E}[X^T\beta])^2$. Define $\hat{\sigma}^2(\beta) = \mathbb{E}_n((X^T\beta - \mathbb{E}_n[X^T\beta])^2 and $\hat{C}_{1-\alpha}(\beta, \nu) = [\hat{\theta}_n(\beta, \nu) - z_{1-\alpha}\hat{\sigma}(\beta)/\sqrt{n}, \infty)$, where $z_{1-\alpha}$ is the $(1 - \alpha)$ percentile of a standard normal distribution. Then, for any $\beta \in \mathbb{R}^P$, $\nu \in \mathbb{R}$, and $\eta \in (0, 1)$, $\hat{C}_{1-\eta}(\beta, \nu)$ is a valid $(1 - \eta) \times 100\%$ confidence interval for $\theta^*(\beta, \nu)$. In particular, $\hat{C}_{1-\eta}(\beta^*, \mu_X^T\beta^*)$ is a valid confidence interval for $\theta^*$. Of course, $\beta^*$ and $\mu_X^T\beta^*$ are generally unknown in applications; however, $(\hat{C}_{1-\eta}(\beta, \nu), \mathbb{E}_n[X^T\beta_n])^T$ can be shown to be asymptotically normal using the central limit theorem. Thus, for any $\epsilon \in (0, 1)$, one can construct a $(1 - \epsilon) \times 100\%$ level Wald-type joint confidence interval for $(\beta^*, \mu_X^T\beta^*)^T$, say $\hat{\gamma}_{1-\epsilon}$. If $\eta + \epsilon = \alpha$, then the $(1 - \alpha) \times 100\%$ projection confidence interval for $\theta^*$ is $\hat{P}_{1-\alpha} = \bigcup_{\beta, \nu \in \hat{C}_{1-\epsilon}} \hat{C}_{1-\eta}(\beta, \nu)$. Because $P(\theta^* \notin \hat{P}_{1-\alpha}) \leq P((\beta^*, \mu_X\beta^*)^T \notin \hat{\gamma}_{1-\epsilon}) + P(\theta^* \notin \hat{C}_{1-\eta}(\beta^*, \mu_X^T\beta^*)) \leq \epsilon + \eta + o_P(1)$, and $\epsilon + \eta = \alpha$, it follows that $\hat{P}_{1-\alpha}$ is a valid confidence set for $\theta^*$. Recommended practice is to set $\epsilon$ to be small relative to $\eta$, for example, if $\alpha = 0.05$, then one might choose $\epsilon = 0.001$ and $\eta = 0.049$ (Berger and Boos, 1994). The projection interval can be difficult to implement due to the infinite union over points in $\hat{\gamma}_{1-\epsilon}$. A standard approach is to draw a large sample of points from $\hat{\gamma}_{1-\epsilon}$ and take a finite union over these points. A more sophisticated approach might reformulate the union as a constrained minimization problem that minimizes $\hat{\theta}_n(\beta, \nu) - z_{1-\eta}\hat{\sigma}(\beta)/\sqrt{n}$ over $(\beta, \nu) \in \hat{\gamma}_{1-\epsilon}$; however, this need not be convex and may require specialized optimization algorithms. Another refinement is to reduce conservatism of the projection interval by making it adaptive.
15.4 Challenge 2: Identifying Patient Subgroups with Maximal Benefit

In settings where treatments have substantially different costs, levels of patient burden, or availability, a treatment regime can be used to identify patients that are most likely to benefit from a more costly or intensive treatment. For example, in the treatment of chronic depression, two possible treatments are nefazodone and nefazodone supplemented with cognitive behavioral therapy (CBT). Patients receiving CBT must visit the clinic as often as twice per week, incurring significant additional time and monetary burden compared with nefazodone alone (see Huang and Laber, 2014, for additional examples). For clarity, we assume $A$ is binary and takes values in $\{-1, 1\}$, where $-1$ corresponds to standard care and 1 corresponds to an alternative treatment that is considered to be more burdensome. Thus, the goal is to identify values of $x$ for which the expected outcome under treatment 1 is sufficiently larger than the expected outcome under $-1$ so as to justify the cost of treatment.

Let $u$ denote an improvement that would justify the more costly treatment so that $\pi_{u}^{\text{opt}}(x) = \text{sgn}(Q(x, 1) - Q(x, -1) - u)$. We assume that $\text{dom } X = \mathbb{R}^p$. For any estimated treatment regime $\hat{\pi}_n$, we define the familywise error rate of $\hat{\pi}_n$ as

$$\text{FWER}(\hat{\pi}_n) = \sup_{x \in \mathbb{R}^p : \pi_{u}^{\text{opt}}(x) = -1} P(\hat{\pi}_n(x) = 1),$$

so that FWER$(\hat{\pi}_n)$ represents the largest probability of incorrectly assigning a patient to the more burdensome treatment. A conservative approach to subgroup identification is to construct an estimator of $\pi_{u}^{\text{opt}}$ that (at least asymptotically) satisfies the constraint $\text{FWER}(\hat{\pi}_n) \leq \alpha$ for some $\alpha \in (0, 1)$. One way to do this is to construct a global $(1 - \alpha) \times 100\%$ lower confidence bound for $Q(x, 1) - Q(x, -1)$, say $\hat{\ell}(x)$, and subsequently

$$\hat{\pi}_n(x) = \begin{cases} 
1 & \hat{\ell}(x) \geq u, \\
-1 & \text{otherwise}.
\end{cases}$$
Any \( x \) for which \( \pi_{\text{opt}}^u(x) = -1 \) satisfies \( Q(x, 1) - Q(x, -1) - u < 0 \). For such an \( x \),

\[
P(\hat{\pi}_n(x) = 1) = P(\hat{\ell}(x) \geq u)
= P\left(\hat{\ell}(x) + [Q(x, 1) - Q(x, -1) - u] \geq Q(x, 1) - Q(x, -1)\right)
\leq P\left(\hat{\ell}(x) \geq Q(x, 1) - Q(x, -1)\right).
\]

Thus,

\[
\text{FWER}(\hat{\pi}_n) = \sup_{x \in \mathbb{R}^p : \pi_{\text{opt}}^u(x) = -1} P\left(\hat{\ell}(x) \geq u\right)
\leq \sup_{x \in \mathbb{R}^p} P\left(\hat{\ell}(x) \geq Q(x, 1) - Q(x, -1)\right) \leq \alpha.
\]

The policy \( \hat{\pi}_n(x) \) identifies a subgroup of patients that may benefit substantially from a more costly treatment. As the problem of constructing global confidence intervals for regression estimators is well studied (e.g., Sun and Loader, 1994; Faraway and Sun, 1995; Claeskens and Keilegom, 2003), constructing \( \hat{\pi}_n \) should be straightforward in many settings. A drawback of the proposed method is a potential lack of power due to the strict error control imposed by constraining FWER(\( \hat{\pi}_n \)). An alternative is to control the pointwise error rate \( \text{PWER}(\hat{\pi}_n, x) = P(\hat{\pi}_n(x) = 1) \) for all \( x \) satisfying \( \pi_{\text{opt}}^u(x) = -1 \). This can be achieved by replacing \( \hat{\ell}(x) \) with a pointwise confidence band.

We have discussed a crude method for identifying a subgroup with maximal benefit under a costly treatment. However, there are a number of ways in which this result might be refined. First, the global confidence band only needs to hold over the region in \( \mathbb{R}^p \) for which \( \pi_{\text{opt}}^u(x) = -1 \); thus, one could first construct a conservative estimator of this region and restrict the global confidence band to hold in this region. This approach is similar in spirit to the nuisance-parameter confidence interval approach of Berger and Boos (1994) treating the region \( \{x : \pi_{\text{opt}}^u(x) = -1\} \) as a nuisance parameter. Another refinement would be to introduce a loss function \( \mathcal{L}(x, a) \) quantifying the loss incurred by assigning treatment \( a \) to a patient presenting with \( X = x \). Applying a loss-based framework is complicated by the fact most lost functions of interest would depend on the unobserved optimal decision rule \( \pi_{\text{opt}}^u \). For example, one might consider the loss function \( \mathcal{L}(x, a) = 1_{a \neq \pi_{\text{opt}}^u(x)} \left[ C_1 1_{\pi_{\text{opt}}^u(x) = 1} + C_2 1_{\pi_{\text{opt}}^u(x) = -1} \right] \), for costs \( C_1, C_2 > 0 \). A Bayesian approach may be appealing in this framework since the posterior loss of \( \mathcal{L}(X, \pi(X)) \) can be computed and optimized over treatment regimes \( \pi \).
15.5 Challenge 3: Accounting for Multivariate Outcomes

Data-driven optimal treatment regimes are typically formulated as maximizing $V(\pi)$, the expected value of a single scalar outcome. However, this oversimplifies the goal of clinical decision making, which is often to balance several potentially competing outcomes. The canonical example is the balance of side effects and effectiveness where effective treatments carry the most severe side effect burden, though other considerations like cost, patient preference, patient burden, and so on may also be important. One approach to dealing with multiple outcomes is to form a composite outcome that combines all outcomes into a single scalar summary (e.g., Wang et al., 2012). The appropriateness of this approach depends on the homogeneity of patient preferences across the multiple outcomes. In some contexts, for example, the treatment of severe schizophrenia, patients may have heterogeneous outcome preferences but not be able to effectively communicate these preferences (Laber et al., 2014b); hence, a single composite outcome is not adequate and another strategy must be devised. We describe two approaches to dealing with multiple outcomes that do not require the formation of a single composite outcome or the elicitation of patient preferences.

We will assume the same data-generating structure as used previously except that in this section we will assume that the outcome $Y$ is multivariate taking values in $\mathbb{R}^q$ and that $A$ takes values in $\{0, 1, \ldots, K\}$ for $K \geq 1$. Let $\Delta \in \mathbb{R}^q$ denote a vector of clinically meaningful differences so that $\Delta_j$ denotes a clinically meaningful difference in the $j$th component of outcome $Y$. One approach to dealing with multiple outcomes is to use a set-valued treatment regime $\pi_S : \text{dom} X \rightarrow 2^{\text{dom} A \setminus \emptyset}$, where $2^U$ denotes the set of all subsets of $U$, so that a patient presenting with $X = x$ is offered treatments $\pi_S(x)$ (Laber et al., 2014b). Furthermore, for each $a \in \pi_S(x)$, the decision maker is given an estimate of $Q(x, a)$. The motivation for a set-valued treatment regime is to let clinical judgment, patient’s individual preference, or other exogenous factors dictate the choice from a set of noninferior treatments.

A natural approach to constructing a set-valued treatment regime is to define a partial ordering on treatments for each $X = x$ and let $\pi_S(x)$ be all nondominated (i.e., noninferior) treatments with respect to this ordering. In the context of personalized medicine, the following partial ordering is intuitive: write $a_1 \prec_{x, Q} a_2$ if $Q_j(x, a_1) \leq Q_j(x, a_2) + \Delta_j$ for all $j$ and $Q_k(x, a_1) < Q_k(x, a_2)$ for some $k$. Then, the ideal set-valued treatment regime might be defined as $\pi_S^\text{ideal}(x) = \{a : \nexists a', \exists a \prec_{x, Q} a'\}$. An estimator of $\pi_S^\text{ideal}$ can be obtained by using regression to form an estimate of $Q(x, a)$, say $\hat{Q}_n(x, a)$, and then using the approximate partial ordering $\prec_{x, \hat{Q}_n}$.

The above formulation of a set-valued treatment regime is appealing due to its conceptual and computational simplicity. However, one (perhaps
surprising) drawback of this framework is that the partial ordering \( \prec_{x,Q} \) is not transitive. That is, it is possible for \( a_1 \prec_{x,Q} a_2 \), \( a_2 \prec_{x,Q} a_3 \), yet it is not true that \( a_1 \prec_{x,Q} a_3 \). For example, suppose \( q = 2 \), \( \Delta = (0.5, 0.5) \), and that we have three treatments \( a_1, a_2, a_3 \). If for \( X = x \), the \( Q \)-functions are \( Q(x,a_1) = (0, 3.7) \), \( Q(x,a_2) = (1, 3.2) \), and \( Q(x,a_3) = (3, 3.1) \), then \( a_1 \prec_{x,Q} a_2 \), \( a_2 \prec_{x,Q} a_3 \) yet \( a_1 \not\prec_{x,Q} a_3 \). Note that due to this lack of transitivity, if the only available treatments were \( \{a_1, a_3\} \), then the recommended set would be \( \{a_1, a_3\} \), but if one considers \( a_1, a_2, \) and \( a_3 \), then the recommended treatments are \( \{a_3\} \).

Thus, adding a dominated treatment to the set of possible treatments actually decreased the size of the recommended set! Avoiding this kind of paradoxical behavior requires strengthening the definition of \( \prec_{x,Q} \); how to do this in a way that satisfactorily incorporates clinically meaningful differences is, to the best of our knowledge, currently unknown.

Another approach to accommodating multiple outcomes is inverse preference elicitation (Lizotte et al., 2010). The goal of inverse preference elicitation is to communicate to the decision maker the set of all preferences elicitation (Lizotte et al., 2010). The goal of inverse preference elicitation is to communicate to the decision maker the set of all preferences for which each treatment is optimal. Define \( S_q = \{ \gamma \in \mathbb{R}^q : \gamma_j \geq 0, j = 1, \ldots, q, \sum_{j=1}^q \gamma_j = 1 \} \). For illustration, we consider composite outcomes of the form \( \gamma^T Y \), where \( \gamma \in S_q \). In this case, there is a one-to-one correspondence between elements in \( S_q \) and composite outcomes. Then, for any treatment \( a \) and \( x \), define

\[
\text{Pref}_Q(a,x) = \left\{ \gamma \in S_q : \gamma^T Q(x,a) = \max_{a'} \gamma^T Q(x,a') \right\}
\]

to be the set of composite outcomes for which \( a \) is optimal for a patient presenting with \( X = x \). Given an estimator, say \( \hat{Q}_n(x,a) \), of \( Q(x,a) \), an estimator of \( \text{Pref}_Q(x,a) \) is given by \( \text{Pref}_{\hat{Q}_n}(x,a) \). If \( \text{Pref}_{\hat{Q}_n}(x,a) \) is empty, then we say \( a \) is dominated and is not optimal under any composite outcome under consideration; if \( \text{Pref}_{\hat{Q}_n}(x,a) = S_q \), then we say \( a \) dominates all other treatments; otherwise one can plot \( \text{Pref}_{\hat{Q}_n}(x,a) \) for each \( a \) as a decision aid. Consider an example in which there are \( q = 2 \) outcomes, say effectiveness (\( Y_1 \)) and side effect burden (\( Y_2 \)), and three potential treatments. In this setup, large values of \( \gamma_1 \) (hence small values of \( \gamma_2 = 1 - \gamma_1 \)) correspond to utility functions with large weight on effectiveness whereas small values of \( \gamma_1 \) put a large weight
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Schematic for displaying \( \text{Pref}_{\hat{Q}_n}(x,a) \) for \( q = 2 \), and three treatments. In this example, we assume the two outcomes are measures of side effect burden and effectiveness, and that \( \text{Pref}_{\hat{Q}_n}(x,a_1) = [0, 0.25], \text{Pref}_{\hat{Q}_n}(x,a_2) = \emptyset, \) and \( \text{Pref}_{\hat{Q}_n}(x,a_3) = [0.25, 1] \).
side effect burden. Figure 15.1 shows a hypothetical display of $\text{Pref}_Q(x, a)$; in this example, it can be seen that treatment $a_2$ is dominated; treatment $a_1$ is consistent with utilities strongly weighting side effects; and treatment $a_3$ is consistent for all other utilities. In the case of $q = 3$, one can plot $\hat{\text{Pref}}_Q(x, a)$ across values of $a$ as regions inside of a triangle. For example, suppose we are considering three potential medications for the treatment of schizophrenia and that we are interested in two side effect measures, say weight gain (BMI), and lethargy, and a symptom severity measure, say on the positive and negative syndrome scale (PANSS). The left-hand side of Figure 15.2 shows a display of $\hat{\text{Pref}}_Q(x, a)$ when $\hat{Q}_n(x, a_1) = (0, 0, 5)$, $\hat{Q}_n(x, a_2) = (1, 2, 3)$, and $\hat{Q}_n(x, a_3) = (2, 0, 1)$. The figure shows that $a_1$ consistent with utilities putting large weight on PANSS; $a_2$ is consistent with utilities emphasizing side effects; and $a_3$ is consistent only with utilities putting almost all weight on BMI. This plot is created by mapping the three-dimensional probability simplex $S_3$ onto an equilateral triangle in $\mathbb{R}^2$ with vertices at $\nu_1$, $\nu_2$, and $\nu_3$ via the mapping $\gamma \mapsto \sum_{j=1}^3 \gamma_j \nu_j$; the right-hand side of Figure 15.2 shows this triangle. Thus, there is a one-to-one correspondence between points in $S_3$ and points in the triangle formed by $\nu_1$, $\nu_2$, and $\nu_3$ with the vertex $\nu_j$ corresponding to utility that places weight solely on the $j$th outcome. For each point in the triangle, we compute the corresponding utility vector $\gamma$ and label that point with $\arg \max_a \gamma^T \hat{Q}_n(x, a)$.

It is not clear how to extend the above displays to account for $q > 3$, nor is it clear that the above displays are the best possible for $q \leq 3$. Furthermore, the above displays do not convey any of the uncertainty in $\hat{Q}_n$. Tools to effectively communicate trade-offs among multiple outcomes across potential treatments for each set of patient characteristics are an important tool for closing the gap between statistical methodology for personalized medicine and clinical decision making.

15.6 Challenge 4: Quantifying and Communicating Uncertainty Associated with Treatment Recommendations

A data-driven treatment recommendation $\hat{\pi}_n(x)$ is a point estimate of $\pi^\text{opt}(x)$ and thus fails to communicate two important sources of variation: (E1) variation of $\hat{\pi}_n(x)$ about $\pi^\text{opt}(x)$, and (E2) variation of $Y$ about $Q(x, a)$ under treatment assignment $a$. For simplicity, we are assuming that $\hat{Q}_n(x, a)$ is a consistent estimator of $Q(x, a)$ so that there is no approximation error. Quantifying and communicating these two types of uncertainty can serve different purposes. For example, (E1) is useful for clinical or intervention scientists, as well as policy makers to understand the strength of evidence associated with
Figure 15.2
Left: Plot of Pref $\hat{Q}_n(x, a)$ across values of $a$ for a hypothetical subject with $\hat{Q}_n(x, a_1) = (0, 0, 5)$, $\hat{Q}_n(x, a_2) = (1, 2, 3)$, and $\hat{Q}_n(x, a_3) = (2, 0, 1)$. Right: Vectors forming an equilateral triangle. These vectors are used to map the three-dimensional probability simplex into the triangle via the map $\gamma \mapsto \sum_{j=1}^3 \gamma_j v_j$.

the recommendation $\hat{\pi}_n(x)$, whereas (E2) is useful for communicating to a patient presenting with $X = x$ a plausible range of outcomes they may experience under each treatment recommendation (including $\hat{\pi}_n(x)$). We present two simple approaches to communicating (E1) and (E2). We regard $X = x$ as fixed throughout.

One approach to quantifying (E1) is to construct a confidence interval for $\pi_{opt}(x)$. As $\hat{\pi}_n(x) = \text{arg max}_a \hat{Q}_n(x, a)$ is not a smooth function of the data, it is difficult to directly approximate the sampling distribution of $\hat{\pi}_n(x)$ (Van Der Vaart, 1991; Laber and Murphy, 2011; Hirano and Porter, 2012). An alternative is to first construct a $(1 - \alpha) \times 100\%$ joint confidence region for the differences $\{Q(x, a) - Q(x, a_0) : a \neq a_0\}$ for some baseline treatment $a_0$, say $C_{n,1-\alpha}$, and then use a projection confidence interval for $\pi_{opt}(x)$. Assume the treatments available for a patient presenting with $X = x$ are coded to take values in \{0, 1, ..., $K$\} with $a_0$ coded as 0. Define $q_j = Q(x, j) - Q(x, 0)$, and write $q = (q_0, q_1, \ldots, q_K)^T$. Then, $\pi_{opt}(x) = \text{arg max}_j q_j$, and $\bigcup_{r \in C_{n,1-\alpha}} \text{arg max}_j r_j$ is a $(1 - \alpha) \times 100\%$ confidence interval for $\pi_{opt}(x)$ as

$$P \left( \pi_{opt}(x) \in \bigcup_{r \in C_{n,1-\alpha}} \text{arg max}_j r_j \right) \geq P (q \in C_{n,1-\alpha}) \geq 1 - \alpha.$$  

Because $q$ is a difference of conditional means, it is a smooth functional of the underlying generative distribution and therefore standard methods can be applied to construct $C_{n,1-\alpha}$. For example, suppose $Q(x, a) = x^T \beta_0 + \sum_{j=1}^K a_j x_j^T \beta_j$ so that $q = (x^T \beta_1, \ldots, x^T \beta_K)^T$. Define $\tilde{q}_n = x^T \beta_0 + \sum_{j=1}^K a_j x_j^T \beta_j$.
(x^T \hat{\beta}_n, \ldots, x^T \hat{\beta}_m)^T$ where the estimated coefficients are obtained using ordinary least squares. Then, $\sqrt{n}(\hat{q}_n - q)$ is asymptotically normal and standard methods can be used to construct $C_{n,1-\alpha}$.

The confidence interval for $\pi^{\text{opt}}(x)$ can be viewed as another type of set-valued dynamic treatment regime. A decision maker can select from among the confidence interval using things like patient individual preference, cost, availability, and clinical judgment as “tie breakers.” However, to help the patient understand how the treatments differ, one must address (E2).

One way to do this is to construct prediction intervals for $Y$ for a patient presenting with $X = x$ and assigned treatment $a$ across all values of $a$. The construction of pointwise prediction intervals for regression problems is well studied, so we do not discuss specifics here (e.g., Ruppert et al., 2003; Shafer and Vovk, 2008; Seber and Lee, 2012). The left-hand side of Figure 15.3 shows a simple display of prediction intervals across three treatments. In this hypothetical example, treatment $a_3$ yields the highest mean outcome but the prediction interval is twice as wide under $a_3$ as it is under $a_1$. In this case, a decision maker may choose treatment $a_1$ over $a_3$ due to the reduced uncertainty. Displaying prediction intervals can also help to set up realistic expectations for the patient receiving treatment.

Prediction regions can be used to convey information in settings with more than one outcome. The right-hand side of Figure 15.3 shows joint prediction regions for a hypothetical example with two outcomes $Y_1$ and $Y_2$ and two treatments $a_1$ and $a_2$. From this figure, it can be seen that $Y_1$ is higher on average and the prediction interval is slightly less variable under $a_2$ than under $a_1$. On the other hand, $Y_2$ is higher on average and the prediction interval is significantly wider under $a_1$ than under $a_2$.

We have presented simple displays that might be used to convey uncertainty to decision and policy makers in the context of personalized medicine.

**FIGURE 15.3**
Left: Prediction intervals for $Y$ given a patient presents with $X = x$ and is treated with $a_1$, $a_2$, or $a_3$. Right: Prediction in the $Y = (Y_1, Y_2)$ plane for a patient presenting with $X = x$ and treated according to $a_1$ or $a_2$. 
We believe that decision aids, such as visual displays, are essential for integrating data-driven treatment regimes into clinical decision making. This seems especially important as statistical methods for estimating treatment regimes grow more complex (Zhao et al., 2011, 2012; Zhang et al., 2012a,b).

15.7 Discussion

Comparative effective research and personalized medicine are closely linked by the common goal of providing patients with the best possible health care. We identified four challenges associated with estimating and evaluating personalized treatment regimes that are particularly relevant for informing clinical and policy decisions. A common theme in these challenges is the communication of statistical evidence and uncertainty. While we discussed first-pass solutions to some of these questions raised, we believe that all of these questions are currently open and best addressed by an interdisciplinary research team, including clinicians, statisticians, policy makers, and other stakeholders.

We focused on regression-based estimators for illustration. There is an emerging interest in policy search or classification-based estimators (Orellana et al., 2010; Zhao et al., 2012; Zhang et al., 2012a,b). These estimators do not rely on high-quality outcome models and are thereby potentially more robust than regression-based estimators. However, the lack of an outcome model can complicate prediction of patient outcomes and the formation of valid confidence intervals. Thus, classification-based methods may introduce additional methodological obstacles to those presented here and may be more difficult to communicate to patients and decision makers than regression-based estimators. Nevertheless, we believe that the challenges presented here must be addressed regardless of the estimation method.
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ABSTRACT  In this chapter, we present an overview of comparative effectiveness research in the area of early detection of diseases. The screening of asymptomatic individuals for chronic disease is a public health initiative that is rapidly growing. This is especially true in cancer where there are expanding early detection programs in breast, cervical, colorectal, lung, prostate and stomach cancers. The basic idea motivating the screening of asymptomatic populations is that diagnosing the disease early before it becomes symptomatic may result in better prognosis. Mathematical and simulation models are available to evaluate early detection programs. Model-based comparative effectiveness research provides insights into expected outcomes, positive and negative, from early detection programs. An exemplar mathematical model was introduced and an outcome-generating process was described.
Examples of comparative effectiveness research conducted by the Cancer Intervention and Surveillance Modeling Network (CISNET) working groups are presented.

16.1 Introduction

Comparative effectiveness research (CER) is the field of research designed to compare the effectiveness of two or more approaches to health care evaluating their benefits and harms. In 2009, the Institution of Medicine defined CER as the generation and synthesis of evidence that compares benefits and harms of alternative methods to prevent, diagnose, and monitor a clinical condition or to improve the delivery of care. The purpose of CER is to assist consumers, clinicians, purchasers, and policy makers to make informed decisions that will improve health care at both the individual and population levels.

Before this national initiative on CER was formally introduced, model-based research in comparing the benefits and harms of screening strategies targeted at the early detection of chronic diseases had been actively pursued. The mathematical models that describe the disease progression and early detection process can be used to characterize early detection programs. Chapter 9 discusses the hierarchy of evidence in the context of CER in general. Many investigators may believe that a randomized early detection trial is the “gold standard” for generating scientific evidence of the advantage of an intervention on a patient population. However, as also noted in Chapter 17, it is difficult to conduct such randomized screening trials and often is not feasible. Similar issues are discussed in the context of treatment studies in Chapter 3 and in the context of mathematical modeling in Chapter 13. Conducting CER in the early detection of disease using models allows a comparison of two or more screening strategies and could provide guidance on selecting the most effective screening program from individual or population perspectives.

In this chapter, we introduce CER in the early detection of diseases, especially in cancer. The chapter is organized as follows. Section 16.1.1 provides the rationale for the early detection of diseases and potential implications in public health. Section 16.1.2 describes randomized screening trials and practical issues in conducting these trials. Section 16.1.3 introduces a concept of using mathematical models in CER of the early detection of diseases. Section 16.2 provides an overview of mathematical models for the early detection of diseases: Section 16.2.1 introduces mathematical models in the early detection of diseases, Section 16.2.2 uses an exemplar model to describe the model elements and mortality modeling process; Section 16.2.3 describes an event of overdiagnosis and its definition. Section 16.3 provides various
examples of CER in the early detection of cancer from the Cancer Intervention and Surveillance Modeling Network (CISNET) Working Groups. The CISNET has been conducting the model-based CER of cancer control interventions since 2000 and made significant contributions in addressing important public health questions. Section 16.4 concludes the chapter with general remarks.

16.1.1 Background: Early Detection of Diseases

During the last several decades, there has been a growth in programs aimed at diagnosing chronic diseases before they appear as clinical disease. This is especially true in cancer where there are expanding early detection programs in breast, cervical, ovarian, colorectal, lung, prostate, and stomach cancers. Individuals are also being screened for HIV-related diseases as AIDS has many of the manifestations of a chronic disease. The Center for Disease Control (CDC) in the United States has recommended that HIV testing should be a routine part of medical care for people in the 13–64 year age group (CDC 2006). Other examples include hypertension, coronary artery disease, and osteoporosis.

A screening program for a particular chronic disease usually consists of administering a special screening test to a population of individuals who have no symptoms of the disease. The rationale is that if the disease is diagnosed earlier, compared to usual care, then the benefit from therapy may be enhanced. This can potentially lead to a higher cure rate or reduce mortality. In order to consider an effective early detection program, it is essential to have a highly sensitive and specific screening test and beneficial therapy, which can be applied at an earlier stage.

16.1.2 Randomized Screening Trials for Early Detection of Diseases

Randomized clinical trials form part of the foundation of the practice of modern “evidence-based” medicine. They often serve as the main means of synthesizing scientific evidence of the benefit for a new intervention. In this section, we present the difficulty of conducting a randomized early detection trial to evaluate effective screening interventions.

In an early detection trial, one can only evaluate the potential benefit from individuals who will eventually be diagnosed with a disease. As a result, many more individuals must be entered on early detection trials as the incidence of many chronic diseases is relatively low. This can be contrasted to a therapeutic trial where all individuals provide evidence for treatment comparisons. For example, the incidence of female breast cancer is approximately 100–400 per 100,000 women per year depending on age. Consequently, most of the individuals on early detection trials do not ever get the disease and do not contribute information on the benefit of early detection.
Mortality benefit is often the primary end point in the early detection trial and this requires that the individuals enrolled in an early detection trial be followed for many years in order to monitor their outcomes. During this time, there are many opportunities for individuals to violate the rules of the study. For example, some individuals in the control group may receive early detection tests as part of their usual medical care. Others in the early detection group may not cooperate if it is necessary to have periodic exams over a period of time; that is, they will not show up for scheduled exams. The longer the follow-up period, the more opportunities for noncompliance with the clinical trial. An example of noncompliance occurs in prostate cancer screening trials, based on a biomarker, prostate-specific antigen (PSA). Individuals assigned to a control group may have a routine digital rectal exam as part of an annual physical or even have a PSA measurement when a blood sample is routinely drawn. Hence, it is possible for prostate cancer diagnoses to be made for men in the control group, who have no signs/symptoms of prostate cancer. These noncompliance incidents will dilute the scientific comparisons of benefit. If the average compliance is 80%, the efficiency of the trial is 64%. This means that if one has 100 individuals in a trial and the average compliance is 80%, it is equivalent to having 64 individuals in the trial having 100% compliance (cf. Lachin and Foulkes 1986).

Another issue that serves to dilute the outcomes of early detection trials arises when the individuals in a trial are relatively old and possibly may die of other causes. The most notable of these is prostate cancer, which has the bulk of the incidence with older men. A man may be diagnosed early by an early detection exam, but may die of other causes (e.g., cardiovascular disease) before the disease would ever present with clinical symptoms. Consequently, we do not know if there is overdiagnosis or that the earlier diagnosis of the specific chronic disease would have resulted in a cure or longer survival as the natural history of the disease has been interrupted by a death due to other causes.

Lastly, there are ethical considerations. For example, there had been nine randomized screening trials to evaluate the benefit of mammography in the past (cf. Shapiro et al. 1982, 1988; Tabar et al. 1985; Frisell et al. 1986; Andersson et al. 1988; Roberts et al. 1990; Miller et al. 1992a,b; Tabar et al. 1992; Bjurstam et al. 1997; Moss et al. 2006). These early trials have led to the belief that earlier diagnosis by mammography is associated with lower mortality, but debates over the benefits and harms of mammography continue. It would not be feasible to initiate a new trial as very few women are likely to give their consent to enter such a trial. Even if some of the ethical concerns and recruitment can be solved, the trials would require a relatively long time to reach fruition due to the principal end point being mortality. During this period, the technology for the early detection of disease may advance, making the old early detection tests outmoded.

In general, conducting randomized early detection trials is challenging (Hu and Zelen 1997, 2002, 2004). It requires a larger number of trial participants
and longer follow-up time, thus a larger budget. These execution aspects of early detection trials make it more difficult to assess the benefits of early detection by conducting randomized trials.

16.1.3 Role of Mathematical Models

A successful intervention in early detection is likely to be adopted to a public health program. There are a number of key factors to consider in planning a public health program for the early detection of diseases. For example, issues such as (i) target population for screening, (ii) initial age to begin screening, (iii) intervals between consecutive exams if there will be more than one exam, and (iv) total number of exams to be administered need to be taken into considerations. For the reasons stated in Section 16.1.2, it is not feasible to evaluate these issues (such as annual vs. biennial mammography, starting at age 45 vs. 50, stop screening at age 74 vs. no upper age limit, etc.) by conducting screening trials. There are too many combinations of issues and it is not simply realistic to evaluate them all by conducting screening trials. One reasonable approach is to develop mathematical models that describe the early detection of the disease process and evaluate the benefits and harms of various early detection scenarios using the models. Mathematical models may play a significant role in this setting. Henceforth, we will focus on CER in the early detection of cancer based on the mathematical models.

16.2 Model-Based Approaches in Comparative Effectiveness Research

16.2.1 Models for Early Detection of Diseases

Many models have been developed to evaluate the early detection process. One general model describing the early disease process, which is in wide use, is that put forth by Zelen and Feinleib (1969). Other models include the work by Albert et al. (1978), Baker and Chu (1990), Chen et al. (1996, 1997), Day and Walter (1984), Duffy et al. (1995), Dubin (1981), Eddy (1980, 1983), Eddy and Shwartz (1982), Kirch and Klein (1974), Lee and Zelen (1998, 2008), Lincoln and Weiss (1964), Parmigiani (1993, 1997), Prorok (1976a,b), Shwartz (1978), Shwartz and Plough (1984), and Zelen (1993). These models are purely analytical. Some analytical models have simulation components. Such simulation models include the work developed by Knox (1973), Habbema et al. (1985), Berry et al. (2006), Fryback et al. (2006), Hanin et al. (2006), Mandelblatt et al. (2006), and Prevritis et al. (2006).

The basic goal of using models is to make predictions on how outcomes change with changing inputs. This feature enables generating outcomes
under various screening scenarios. The input information may be (i) different populations characterized by age, (ii) different exam schedules, (iii) screen tool parameters such as sensitivity and specificity of the screening test, (iv) disease stage, (v) disease sojourn time in various disease stages, and (vi) efficacy of treatment. There are two classes of outcomes generated by models. The first class of outcomes captures the benefits of early detection. The mortality, mortality reduction attributed to the screening process, deaths averted, and years of life saved are the common measures of the benefit. The other class of outcomes captures the harms of early detection. The commonly used items in this category include false-positive findings and overdiagnosis. Overdiagnosis of disease may occur when a screening examination detects a disease early (relative to usual care) in the preclinical state, but the disease would have never exhibited clinical symptoms in a person’s remaining lifetime. Thus, finding these cases early through screening does not yield any benefit, but could be potentially harmful since these cases could be overtreated.

All models have assumptions and require input parameters. The chapter on mathematical modeling (Chapter 13) provides a general discussion of these challenges. In the context of screening, input parameters such as the sensitivity, specificity, disease sojourn time, and the distribution of disease stages by the mode of detection (screen-detected, clinically detected, diagnosed between two screening examinations, etc.) are essential in mathematical models. Such model parameters need to be estimated from real data sources. This aspect of estimating the model parameters accurately could be challenging as the real data sources are limited. In general, the National Cancer Institute-sponsored registry studies, such as Breast Cancer Surveillance Consortium (BCSC, http://breastscreening.cancer.gov) and Population-based Research Optimizing Screening through Personalized Regimens (PROSPR, http://appliedresearch.cancer.gov/prospr) are valuable data sources. Surveillance, Epidemiology and End Results (SEER, http://seer.cancer.gov) is another great source for cancer statistics in the U.S. population. Data from randomized screening trials or registration studies are also used.

16.2.2 Exemplar Model

In this section, we describe a mathematical model developed by Lee and Zelen as an example. The model assumptions, model component, and the process of generating mortality outcome are illustrated. The Lee–Zelen model (Lee and Zelen 1998, 2006, 2008) is a stochastic model that depicts the early detection process of screening. The model has been developed for screening of chronic diseases. It has mainly been applied to the early detection of breast cancer (Berry et al. 2005; Lee and Zelen 2006; Mandelblatt et al. 2009; van Ravensteyn et al. 2012; Stout et al. 2014), but is a general model that can be applied to other disease sites as long as the model assumptions are satisfied.
16.2.2.1 Overview of Model: Natural History of Disease

One approach of developing mathematical models for the early detection of disease is using the natural history of disease. The natural history of disease model assumes that there are several health states. The health states are designated by $S_0, S_p, S_c,$ and $S_d$. $S_0$ refers to an individual being disease free or if he/she has the disease, there are no signs/symptoms and the disease cannot be diagnosed by any known test; $S_p$ (preclinical state) refers to an individual having disease, but there are no symptoms; however, the disease may be diagnosed by screening tests; $S_c$ (clinical state) refers to the disease having clinical signs/symptoms leading to diagnosis by usual medical care; $S_d$ (disease-specific death state). The aim of an early detection program is to diagnose disease while it is in the preclinical state ($S_p$).

There are several disease natural histories that can be described by these four states. A progressive disease is characterized by an individual moving from $S_0$ to $S_p$ to $S_c$ as time progresses and some will continue to $S_d$ and eventually die of the disease. This model is assumed to characterize breast cancer. A modification of the progressive disease model is that not all individuals progress to clinical disease, but stay in $S_0$ indefinitely. This model may describe prostate cancer and allows for overdiagnosis, that is, it is not known if a person diagnosed in $S_p$ would eventually enter $eS_c$. Another natural history model may permit a transition from $S_p$ to $S_0$ reflecting the possibility that host defensive mechanisms may result in a cure. This natural history is designated as a nonprogressive disease natural history.

Whatever natural history model is adopted, it must allow for the length-biased sampling, transition probabilities of entering the preclinical and clinical states, sojourn time in the preclinical state, exam sensitivity, the role of treatment in extending survival, and how prognosis depends on the disease stage at the time of diagnosis. Furthermore, all of these features may be age and stage related. Available data may be used to estimate these aspects of the model and provide for inputs to the model.

16.2.2.2 Mortality Modeling with No Screening

The major components of the model to estimate mortality are as follows. First assume there is no screening and the output is generated for a specific birth cohort or multiple birth cohorts. Define (i) $v =$ year of birth cohort; (ii) $\tau =$ age at disease incidence; (iii) $T =$ age at death; (iv) $S_v(t) =$ probability distribution of normal population surviving up to age $t$; (v) $I_v(\tau) =$ age-specific disease incidence; and (vi) $g(t|\tau) =$ probability density function (pdf) of disease-specific survival for subject incident at age $\tau$. The probability density function (pdf) $g(t|\tau)$ is a mixture of distributions weighted by the probability of being diagnosed in a particular stage. Specifically, $g(t|\tau) = \sum_{i=1}^{k} \theta_i g_i(t|\tau)$, where $\theta_i$ is the probability of being diagnosed in stage $i$ ($i = 1, 2, \ldots, k$) and $g_i(t|\tau)$ is the survival distribution pdf for stage $i$ for a subject incident at age $\tau$. 
Note that “stage” can be represented by any set of prognostic factors, such as SEER historic stage, AJCC (American Joint Committee on Cancer) stage, categorized values of tumor thickness or size, etc. Define the probability of disease-specific death at age $T$ for birth cohort $v$ as

$$
\mathbf{d}_v(T) = \int_0^{T+1} \int_0^y S_v(\tau) I_v(\tau) g(y - \tau)d\tau d\tau.
$$ (16.1)

The sequence of events in the inner integral is (i) normal population surviving to age $\tau$, (ii) conditional on being alive at age $\tau$, to become incident with disease in the age interval $(\tau, \tau + d\tau)$, and (iii) dying in the interval $(y - \tau, y - \tau + dy)$. The outer integral restricts the survival function $g(y)$ to the age interval $(T, T + 1)$.

### 16.2.2.3 Mortality Modeling with Screening

Subjects undergoing screening require a more complex model, distinguishing between cases diagnosed at a screening examination (screen-detected cases) and those diagnosed at other than a screening exam (interval cases).

Figure 16.1 displays the process of case finding with screening. Suppose a subject from cohort year $v$ follows $n$ screening exams at ages $t_0 < t_2 < \cdots < t_{n-1}$. Let $t$ be the age of detection. Interval cases get diagnosed in between exams $(t_i, t_{i+1})$ for $i = 0, \ldots, n - 2$ or after the last exam at $t_{n-1}$. The probability of disease-specific death at age $T$ for birth cohort $v$ who has a screening history $H$ (i.e., exams at $t_0, t_1, \ldots, t_{n-1}$) has a more complicated expression
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**FIGURE 16.1**

Early detection of the disease process. This figure describes the dynamics of case finding in early detection programs. The lead time is denoted by $t = (\tau - t_l)$, where $\tau$ is not observed among screen-detected cases. It is important to adjust for the lead time when the mortality benefit from screening program is assessed. Health states are defined as $S_0$ (disease-free state), $S_p$ (preclinical state, early stage of disease with no symptoms), $S_c$ (clinical state with symptomatic disease), and $S_d$ (death due to disease).
that can be written as

\[
d_v(T|H) = \int_0^{T+1} \left\{ \int_0^y \left[ D_v(t|H) + I_v(t|H)dt \right] dy \right\} dy,
\]

(16.2)

where \( D_v(t|H) \) is the probability of disease-specific death for screen-detected cases with a screening history \( H \) and \( I_v(t|H) \) is the probability of disease-specific death for interval cases with a screening history of \( H \). These probabilities are a function of many parameters involved in the case finding process and have complicated expressions (cf. Lee and Zelen 2006, 2008). They include transition probabilities from \( S_0 \) to \( S_p \), sojourn time distribution in \( S_p \), and the sensitivity of the screening test. Since \( I_v(\tau) \) in Equation 16.1 is not observed in the screen-detected or interval-detected cases, this has to be estimated by a function of \( w(x)q(t-x) \), where \( x \) is the time entering \( S_p \) and \( w(x)dx \) denotes the transition probability \((S_0 \rightarrow S_p)\) in the age interval \((x, x+dx)\), and \( q(t) \) is the pdf of the sojourn time distribution in \( S_p \).

The stage shift for screen-detected cases is represented by the new values of \( \theta^*_i \) and better prognostic stages are expected for screen-detected cases. Note that the lead time \((\tau - t)\), which is defined to be the difference between the age transitioning into the clinical state and the age of earlier diagnosis, is a random variable, which is not observed. For screen-detected cases, the lead time is adjusted by using the imputed survival \((y - \tau)\) as shown in Figure 16.1 when computing the mortality for screen-detected cases. The proportional mortality reduction (MR%) from screening (compared to no screening) for a specified age interval (AI) then can be estimated using the Equations 16.1 and 16.2, that is,

\[
MR\% = \frac{\sum_{T=AI} \left[ d_v(T)S^*_v(T) - d_v(T|H)S^{**}_v(T) \right]}{\sum_{T=AI} d_v(T)S^*_v(T)} \times 100,
\]

(16.3)

where \( S^*_v(T) \) is the probability of being free of breast cancer and surviving up to age \( T \) without screening and \( S^{**}_v(T) \) with screening. Note that AI can be any age intervals, such as \([40, 74]\) or entire lifetime \([0, 100]\). MR\% enables us to quantify the benefits associated with a screening strategy and compare various screening strategies.

### 16.2.3 Overdiagnosis

Overdiagnosis of disease may occur when a screening examination detects a disease early (relative to usual care) in the preclinical state, but the disease would have never exhibited clinical symptoms in a person’s remaining lifetime. Figure 16.2 depicts an event of overdiagnosis. Davidov and Zelen (2004) have formulated this problem and have made calculations for prostate cancer. In most diseases with a progressive nature, the event of overdiagnosis can
Overdiagnosis: Lead time > Residual time

![Overdiagnosis Diagram](image)

FIGURE 16.2
Overdiagnosis refers to the situation that the lead time generated by an early detection of disease is being longer than the remaining lifetime (i.e., residual survival time). This implies that one would not have diagnosed with disease under usual care in one’s lifetime. Health states are defined as $S_0$ (disease-free state), $S_p$ (preclinical state, early stage of disease with no symptoms), and $S_c$ (clinical state with symptomatic disease).

be defined as the lead time being greater than a person’s remaining lifetime, given the age of early diagnosis. Overdiagnosis is an important parameter as it measures potential harms of early detection programs. However, it is not straightforward to quantify overdiagnosis as the lead time is not directly observable. Many authors have derived the theoretical lead time distribution and their derivations can be adopted to quantify overdiagnosis (cf. Prorok 1982; Kafadar and Prorok 2003; Wu et al. 2007).

16.3 Examples of CER in Early Detection of Cancer

The CISNET was founded in 2000 by the National Institute of Health/National Cancer Institute (cf. http://cisnet.cancer.gov). The main purpose was to improve our understanding of the impact of cancer control interventions on population trends in cancer incidence and mortality using modeling. There are a number of independent models to conduct CER of the cancer control interventions in the area of breast, colon, prostate, lung, and esophagus cancers. The work conducted by the CISNET constitutes great examples of model-based CER in the early detection of cancer. One noteworthy accomplishment of the CISNET was providing the model-generated outcome of various screening strategies to the U.S. Preventive Services Task Force. The U.S. Preventive Services Task Force is a panel of experts in prevention and evidence-based medicine. They make recommendations about the clinical preventive services including screening. The model-based data from the CISNET was utilized in evaluating the benefits and harms of screening strategies by the U.S. Preventive Services Task Force. This section summarizes various modeling works of CER in the early detection of cancer by the CISNET.
16.3.1 CER in Mammography Screening

Although the benefits of mammography screening are well established through the randomized screening trials, at least for women 50–65 years of age, there are many controversial topics that are being debated continuously. The most common topics of debate are how to choose an efficient screening program balancing the benefits and harms, whether to screen women under age 50 years or not and the degree of overdiagnosis from mammography screening. CER of mammography screening generates potential outcomes (including mortality reduction, overdiagnosis) under various screening scenarios. This allows a comparison of different screening scenarios with respect to the benefits and harms.

The CISNET Breast Working Group consists of multiple independent modeling groups—each with a unique model for breast cancer progression and early detection process. Model description details are provided on the CISNET website and in the JNCI Monographs, the impact of mammography and adjuvant therapy on U.S. breast cancer mortality (1975–2000): collective results from the CISNET (JNCI Monographs 2006).

One fundamental issue evaluated by the CISNET Breast Working Group was assessing the relative and absolute contributions of screening mammography and adjuvant treatment to the reduction in breast cancer mortality in the United States from 1975 to 2000 (Berry et al. 2005). The breast cancer mortality rate for women 30–79 years of age in 1997 was 48.3 per 100,000. This rate remained unchanged until 1990 and then started to decrease over time. By 2000, the breast cancer mortality rate was 38.0 per 100,000 (24% decrease from 1990). Mammography and adjuvant treatments became available in the United States since 1980. This led to a question of the relative and absolute contributions of screening mammography versus adjuvant treatment. Common input sources were prepared for the models, including the mammography and adjuvant treatment dissemination in the United States (Cronin et al. 2006; Mariotto et al. 2006; JNCI Monographs 2006) and each model projected the mortality reduction explained by screening mammography versus adjuvant treatment.

The results from the modeling groups led to a conclusion that both screening mammography and treatment played a role in reducing the death from breast cancer in the United States. The relative contribution from screening varied from 28% to 65%, with a median of 46%. The rest was attributed to the adjuvant treatment. This was a huge undertaking from a perspective of preparing common input data (JNCI Monographs 2006) and addressing a complex public health question through the collaborative modeling approach from seven modeling groups.

Another notable contribution from the modeling effort was collaborations with organizations involved in making public health recommendations about the screening policies. The CISNET Breast Working Group evaluated the effect of mammography screening under different screening
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schedules and quantified the potential benefits and harms of mammography (Mandelblatt et al. 2009). Using a contemporary population cohort, 20 different screening strategies with varying initiation and stopping ages and two different screening intervals (annual vs. biennial) were evaluated and compared. For each screening scenario, number of mammograms conducted, reduction of breast cancer mortality or life-years gained (vs. no screening), false-positive mammograms, unnecessary biopsies, and overdiagnosis from screening were estimated. Screening programs with starting ages of 40, 45, 50, 55, 60 and stopping ages of 69, 74, 79, 84 were considered. Each screening scenario consisted of different combinations of starting and stopping mammography ages and screening interval.

Efficiency frontier plots, which evaluate the mortality reduction as a function of total mammograms conducted in 1,000 women under different screening scenarios and allow a ranking of the efficiency of the screening strategies, were generated. Six CISNET models produced consistent rankings of screening strategies. Biennial screening was efficient in maintaining 81% of the benefit from annual screening (model results varied from 67% to 99%) with almost half the number of false-positive results. Biennial screening program screening of women 50–69 years achieved a median of 16.5% breast cancer mortality reduction (range 15%–23%) compared to no screening. There was a small gain by starting screening at 40 versus 50, with an additional mortality reduction of 3% (range 1%–6%). Biennial screening after age 69 resulted in additional mortality reduction, but overdiagnosis was substantially increased at older ages. These modeling results were independently reviewed by the U.S. Preventive Services Task Force in updating their screening mammography guidelines (U.S. Preventive Services Task Force 2009).

The last example of the modeling work is addressing mammography screening in women in their forties. Women in their forties have the smallest benefit from screening, yet have the largest degree of harms. For example, to save one life, 1,900 women in their forties need to be screened over 10 years in comparison to 1,300 women in their fifties (Nelson et al. 2009). False-positive rates are higher in women in their forties. Following the U.S. Preventive Services Task Force recommendation in 2009 (biennial screening for 50–74 years of age), one consideration for women in their forties is only to screen if they are at a higher risk of developing breast cancer. This rationale led to the work in tipping the balance of benefits and harms to favor screening mammography starting at age 40 years (van Ravensteyn et al. 2012). Four of the CISNET breast modeling groups jointly worked on this problem. The main goal was to determine the threshold relative risk at which the harm–benefit ratio of screening women in 40–49 years of age is equivalent to the harm–benefit ratio of screening women in 50–74 years of age. The harm–benefit ratio was defined as the ratio of false-positive findings/life-years gained and false-positive rates/deaths averted. The comparator group of 50–74 biennial screening was chosen as this was the U.S. Preventive Services Task Force recommendation (2009) for average-risk U.S. women. The modeling result
suggested that if women in their forties have a twofold increased risk, then it is expected their harm–benefit ratio from biennial mammography screening is the same as women following biennial mammography screening during 50–74 years of age. This implies that if women in their forties desire to have a balanced screening program and expect to have the same harm–benefit ratio as women in their fifties, they could start screening in their forties only if they are at least twice as likely to develop breast cancer.

16.3.2 CER in Early Detection of Other Cancer

The CISNET has other disease sites including colorectal, esophagus, lung, and prostate cancers. The highlights of their CER are summarized in this section.

The CISNET Colon Working Group has three independent modeling groups where models incorporate the adenoma–carcinoma sequence and potential multiplicity of polyps. They have been focusing on investigating the potential benefits and costs of different screening modalities and regimens of screening. The impact of risk factor modification and treatment advances on population incidence and mortality trend is another area of research. The CISNET Colon Working Group has collaborated with the U.S. Preventive Services Task Force to evaluate test strategies for colorectal cancer screening (Zauber et al. 2008). The main goal was to assess life-years gained and colonoscopy requirements for colorectal cancer screening strategies and identify a set of recommendable screening strategies. Both colonoscopy and noncolonoscopy tests (fecal occult blood tests [FOBT], flexible sigmoidoscopy) were considered with various starting and stopping ages and screening intervals. The modeling results support colorectal cancer screening with colonoscopy every 10 years plus annual screening with a sensitive FOBT or flexible sigmoidoscopy every 5 years plus a midinterval sensitive FOBT from age 50 to 75 years.

The CISNET Lung Working Group consists of five independent modeling groups. The main interests of the CISNET Lung Working Group include tobacco control policies, screening, and genetic susceptibility. Recently, they evaluated the tobacco control and reduction in smoking-related premature deaths in the United States between 1964 and 2012 (Holford et al. 2014). January 2014 was the 50th anniversary of the first surgeon general’s report on smoking and health. The models evaluated the reduction in smoking-related mortality associated with implementation of tobacco control since 1964. Their work indicates that tobacco control is estimated to be associated with avoidance of 8 million premature deaths and extended life span of 19–20 years. This marks an important public health achievement, but tobacco control effort must continue.

Another important contribution of this group is their collaboration with the U.S. Preventive Services Task Force on optimum screening policy for lung cancer. The National Lung Screening Trial (NLST) demonstrated that three
annual computed tomography (CT) screening examinations reduced lung cancer mortality by 20% relative to three annual chest radiography screening examination in current and former smokers (Aberle et al. 2011). However, this study did not directly evaluate the effects of additional rounds of screening, long-term benefits and harms, or multiple alternative screening policies with different screening intervals. These questions were addressed by CER. The modeling work concluded that annual CT screening for lung cancer has a favorable benefit–harm ratio for individuals from 55 to 80 years of age with 30 or more pack-years’ exposure of smoking.

The CISNET Prostate Working Group has three independent modeling teams. The group has been focusing on evaluating the natural history of prostate cancer and its potential implications for the efficacy of the PSA screening test, screening policy, overdiagnosis, novel prostate cancer biomarkers, patterns and outcomes of prostate cancer care, and health disparities in prostate screening and treatment. The survival benefit from PSA screening for prostate cancer has been controversial. Two ongoing studies of PSA screening, the European Randomized Study of Screening for Prostate Cancer (ERSPC), and the U.S.-based Prostate, Lung, Colorectal, and Ovarian (PLCO) cancer screening trial reported conflicting conclusions. ERSPC (Schroder et al. 2009) reported a mortality rate ratio of 0.80 after a median of 9-year follow-up, whereas PLCO (Andriole et al. 2012) reported the corresponding ratios of 1.15 after 10 year and 1.09 after 13-year follow-ups. These conflicting results have been evaluated by the CISNET Prostate Working Group. By conducting modeling work, the Prostate Working Group identified that contamination in the PLCO control group substantially limited the PLCO to identify a clinically significant screening benefit (Gulati et al. 2012).

Another important area of debate in prostate cancer screening is overdiagnosis. That is, screening finding cases that would have never been diagnosed in the remaining lifetimes of the patients. In 2011, the U.S. Preventive Services Task Force recommendation highlights the potential harms associated with PSA screening. The main harms under discussion included potential overdiagnosis and treatment of overdiagnosed cancers. The CISNET Prostate Working Group conducted a modeling work to evaluate the level of overdiagnosis from PSA screening based on age, Gleason score, and PSA at diagnosis. They concluded that the level of overdiagnosis varies widely (2.9%–88%) depending on age, Gleason score, and PSA at diagnosis (Gulati et al. 2014).

### 16.4 General Remarks

Although proponents of evidence-based modern medicine may insist on randomized screening trials to demonstrate the benefit of early detection, such
trials are very costly and are fraught with many issues that tend to dilute the outcomes. Furthermore, many trials may not be feasible due to ethical concerns. Early detection trials are much more difficult to plan, carry out, and analyze than therapeutic trials. Furthermore, even if there is general scientific agreement on benefit, transferring the benefit to a larger population through a public health program may be very costly and require decisions on eligible individuals and exam schedules. Empirical data may not be available to decide on “optimal schedules.”

There are thousands of therapeutic trials being carried out today, but only a handful of early detection clinical trials in existence. What can be done? Model-based CER of screening strategies provides an attractive solution. Models can be built based on existing data and further utilized to answer many questions that cannot be obtained from any real screening studies. Modeling approaches taken in CER of early detection strategies, however, face challenges. Models should be built so that they reflect the disease progression, early detection process, and benefits and harms associated with early detection accurately. It is important to validate model assumptions and model results against the real data. For example, Lee and Zelen (2003) used their model to project the results published from the breast cancer screening trials and validated their model assumptions. Another challenging aspect of using models is the limitation of available data to estimate model parameters accurately. The model input parameters themselves are often estimates with their uncertainties. These uncertainties are reflected in the model outputs (such as mortality, overdiagnosis, false positivity). Consequently, the model predictions have to be judged on the limitation of the inputs and how the outputs would change with modifications of the inputs.

Despite the challenges, model-based CER of the early detection of cancer has been useful in evaluating the benefits and harms of various screening programs and made significant contributions in addressing important public health questions.
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Abstract  The evaluation of a diagnostic test addresses three major questions: (a) how accurate is the test in diagnosis and/or prediction?; (b) what is the effect of the test on subsequent healthcare decisions and choices?; and (c) what is the effect of the test on patient outcomes? Among these three questions, the assessment of accuracy has received the most extensive attention in the literature. However, comparative effectiveness research calls for the comparison of the impact of different diagnostic tests on subsequent care and patient outcomes. This is a challenging task because the main function of tests is to provide information, which is subsequently incorporated into further diagnostic and therapeutic decision making. Thus, the impact of tests on patient outcomes is mediated by the intervening decisions about medical care. In this chapter, we discuss the methodologic challenges in the evaluation of the downstream consequences of tests, emphasizing the potential role of studies with observational data and simulation modeling.
17.1 Introduction: Diagnosis versus Therapy

The effectiveness of test modalities for diagnosis and prediction is a broadly shared concern in health care, at a time when the utilization of tests is growing and their role is becoming even more central than before with the advent of precision medicine. The discussion and surrounding controversies have gone on for decades (Fryback and Thornbury 1991; Gatsonis 2000). In recent years, the discussion has addressed the potential overutilization of tests (Hendee et al. 2010), the need to assess and quantify the value of tests to patients (Carlos et al. 2012; Shyu et al. 2014; Durand et al. 2015), the need for comparative effectiveness research (CER) of diagnostic tests (Gatsonis 2010; Gazelle et al. 2011), and the emerging reduction in the use of some of the more expensive tests (Sharpe et al. 2013). A recent effort by the Centers for Medicare and Medicaid Services to reign in on spending for diagnostic laboratory tests has created a wave of reaction and calls for CMS to cover new tests, while possibly requiring the collection of data on their use through national registries (CMS 2015, Cancer Letter Oct 2, 2015; Goozner 2015).

The particularity of the role of tests for diagnosis and prediction in health care leads to a cascade of questions that need to be answered in order to understand the impact of tests:

a. How accurate is a test in its diagnostic or predictive task?

b. Does the information obtained from a test influence subsequent diagnostic workups and therapeutic interventions?

c. Can the use of a test be linked to patient-level outcomes, such as those assessed in studies of therapy?

These questions can be asked about individual tests and, more importantly for CER, about alternative tests that can be used in a specific context. Although much of diagnostic test evaluation has been concerned with diagnostic or predictive accuracy, it is fair to say that the main interest in CER is on the impact of tests on subsequent care and patient outcomes. Thus, this chapter will mainly be concerned about methods for addressing comparative questions in these two areas.

The CER paradigm has been largely developed on the basis of experience from the assessment of therapeutic interventions. This can be seen in the material of Chapters 1 through 15 of this book. However, tests have a different role in medical care, especially in their relation to patient outcomes. The primary role of tests is to provide information for use in deciding subsequent care (Figure 17.1). However, the precise way to use this information is often not specified.

When examining the impact of tests on outcomes, it is important to note that the short- and long-term effects of tests materialize in the context
of the available healthcare options, such as further tests and therapeutic interventions. Fundamentally then, it is not possible to define and measure test effects outside the particular healthcare context in which the test will be used. For example, the utility of the information of a test that has perfect accuracy in diagnosing a particular kind of cancer may be nil in the absence of any effective therapy for this cancer. The information from the same testing modality may have considerably more utility in a different cancer setting for which effective therapy options are available.

Situations in which diagnosis is ahead of therapy present a difficult challenge for the evaluation of tests. Current examples include imaging tests for diagnosing breast ductal carcinoma *in situ* and imaging tests for detecting amyloid plaques in the brain of individuals with cognitive decline. The presence of such plaques is a strong predictor of the eventual onset of Alzheimer’s dementia, a disease for which therapies are not currently available.

In this chapter, we survey and comment on methodologic approaches to CER for diagnosis and prediction. The list includes several of the options discussed in other chapters of this book, notably randomized studies, registries, and observational studies using large administrative databases such as electronic health records (EHRs), Medicare claims data, and health insurance claims. We also comment briefly on the potential for modeling to span the gap between diagnosis and patient-level outcomes.

17.2 Randomized Studies of Tests

Randomized trials to evaluate tests in terms of their impact on subsequent care and outcomes are few in comparison to similar trials of therapy interventions (Bossuyt et al. 2000; Ferrante di Ruffano et al. 2012). Insofar as they exist, randomized test comparisons have been done more frequently to evaluate tests in screening and early detection (NLST 2011a,b; Gohagan et al. 2015)
but less so in other contexts, such as diagnosis, staging, and guiding therapy (Jarvik et al. 2003; Turnbull et al. 2010; Douglas et al. 2015; Stillman et al., 2016). Chapter 16 provides a detailed discussion of design considerations for screening trials.

### 17.2.1 A Heuristic for the Simple Randomized Design

We begin this section with a heuristic analysis of a simplified but often relevant randomized design used to compare two tests. In this design, alternative tests A and B for a particular condition are compared in terms of the outcomes of individuals in a cohort of interest (Figure 17.2). The test results are binary (“positive”/“negative”) and the choice of subsequent care involves two alternative approaches (“Tx1” and “Tx2”). A positive test result would imply a recommendation for Tx1 while a negative test result would imply a recommendation for Tx2.

The setting of this design is applicable to many comparisons of tests in the diagnostic or the screening context. To fix ideas, the National Lung Screening Trial, a comparative study of 53,546 participants randomized to low-dose computed tomography (CT) or x-ray screening for lung cancer, can be cast in this framework (NLST 2011a,b). In particular, test A would be the performance of three annual screens with low-dose CT; test B would be the performance of three annual screens with x-ray; Tx1 would be the diagnostic workup following a positive screening result together with subsequent therapeutic interventions as needed; and Tx2 would be no further intervention. The outcome in both arms would be lung cancer-specific mortality.

For purposes of this heuristic argument, assume for simplicity that the outcome at the patient level is binary (“success”/“failure”). Under these conditions, the diagram in Figure 17.2 illustrates the simple randomized design for comparing two tests.
assumptions, the difference in success rates between the two arms is the
following function of the sensitivity and specificity of the two tests and the
success rates of subsequent care:

\[
D = r^A - r^B = (r_{21} - r_{11}) \times p \times (Se_B - Se_A) \\
+ (r_{22} - r_{12}) \times (1 - p) \times (Sp_A - Sp_B)
\]  

(17.1)

In the above notation, \( p \) denotes the prevalence of the condition, and \( r_{ij} \)
the success rate when disease status is \( j (1 = \text{positive}, 2 = \text{negative}) \) and the
healthcare intervention is \( T_x_i \).

Assume further that the two tests have the same specificity but different
sensitivities. It can then be seen from Equation 17.1 that the difference in
success rates between the two arms depends on the difference in the effec-
tiveness of the \( T_x_1 \) and \( T_x_2 \) when applied to appropriate individuals, the
prevalence of the condition, and the difference in the sensitivity of the two
tests. In particular, the difference in success rates between the arms is only a
fraction of the success rates between \( T_x_1 \) and \( T_x_2 \). This fraction can be very
small when the prevalence of the condition is small and/or when the sensi-
tivities of the two tests are similar. For example, when the prevalence of the
condition is 10% and the difference in sensitivities is also 10%, the difference
in success rates between the two arms of the randomized design is 1% of the
difference between the success rates of \( T_x_1 \) and \( T_x_2 \). In such a setting, the
sample size for a study comparing test A to test B would be considerably
larger than the corresponding sample size for comparing \( T_x_1 \) to \( T_x_2 \).

The heuristic analysis of the simple randomized design points to an impor-
tant concern about sample size considerations in randomized trials of tests.
With the exception of the large screening trials, many randomized compar-
isons of tests may be criticized for assuming unrealistically large effect sizes
and thus setting too low sample size requirements. A careful modeling analy-
sis of the testing and outcomes cascade would be an effective way to prevent
the ultimate conduct of underpowered randomized test comparisons.

17.2.2 Other Designs

Alternatives to the potentially inefficient simple randomized design have
been discussed in the literature (Bossuyt et al. 2000; de Graaff et al. 2004;
Lu and Gatsonis 2012). In particular, Lu and Gatsonis (2012) discuss prop-
erties of the “discordant pairs design” in which both tests are performed on
all individuals in the study, but only cases in which the two tests disagree
are randomized. Such a design can be considerably more efficient but has not
yet been used extensively in practice. A recent example of its use is the MIN-
DACT study comparing clinical to genomic risk assessment as a guide for the
selection of breast cancer patients for adjuvant chemotherapy (Bogaerts et al.
2006; Rutgers et al. 2011).
17.2.3 Randomization of Tests or Strategies?

An important tenet of CER studies of tests is to assess the impact of the use of alternative tests in conditions that reflect medical practice in the field. A key choice to be made in the design of such studies relates to the linkage of test results to downstream decision making about the care of the individual. In situations when strong clinical practice guidelines have been developed and are generally accepted, the design may require that test results lead to specific decisions according to the guidelines. When guidelines are not available or not broadly used, the protocol of the trial may offer only broad guidance on how test results should be used and not require specific actions to be taken. The first scenario leads to studies in which tests are very closely linked to downstream actions while the second leads to studies in which such close linkage does not exist. The first scenario would ordinarily be expected to lead to more efficient study designs than the second.

Another setting that leads to close linkage of tests and downstream actions is when tests are embedded in alternative healthcare strategies that need to be compared. These strategies involve diagnostic and therapeutic interventions and may include alternative guidelines. The care of patients with stable angina provides a good illustration of this situation. In this setting, two alternative strategies of care are available. The first strategy begins with the use of anatomic imaging (CT angiography) followed by angiography if the percent of stenosis is high or optimal medical care (OMT) if the percent of stenosis is low. The alternative strategy begins with functional imaging (SPECT) and proceeds to angiography or follow-up according to SPECT findings. The results of angiography may be used to recommend OMT for a patient. Randomization to one of these two strategies was performed by the RESCUE trial, which had a projected sample size of 4,300 participants (Stillman et al. 2016). An alternative approach was taken in the PROMISE trial, in which 10,003 patients were randomized to anatomic (CTA) versus functional testing (e.g., SPECT) but subsequent decision making was not precisely specified without specified follow-up (Douglas et al. 2015).

From a design standpoint, the choice of randomization to “test only” or to test as part of a strategy presents a trade-off between generalizability and efficiency. The “test only” design controls for fewer confounders and hence can lead to larger sample sizes. However, it can be argued that it can also lead to a more “pragmatic” trial and hence provide more generalizable conclusions. The “test as part of a strategy” design would be expected to be more efficient. However, the results of such a study would apply only to the comparison of the specific strategies. In practice, the choice of the design would be primarily guided by the clinical or health care policy question that needs to be addressed. Naturally, it is essential that both types of designs should be powered appropriately.
17.3 Beyond Randomized Trials

Randomized comparisons of tests or strategies are generally challenging to organize and implement and often require significant resources and time. As noted earlier, these challenges have resulted in far fewer published randomized trials of diagnostic tests compared to trials of therapeutic interventions. Alternative approaches include several types of observational studies, notably prospective registry studies, as well as studies using administrative databases such as EHRs, Medicare claims data, and health insurance claims data. They also include modeling and simulation studies.

17.3.1 Large Databases

A growing number of studies of diagnostic tests in recent years utilize information from large administrative databases. The general approach is to construct a cohort of clinical interest, with longitudinal records including test and outcome information, and to utilize methods for observational data to make comparisons of interest. Methods for causal inference discussed in this book are applicable in these studies.

In a recent example of such a study, Shreibati et al. (2014) used propensity score matching with Medicare claims data from a 20% sample of beneficiaries to compare healthcare utilization and outcomes in patients who received coronary artery calcium testing or high-sensitivity c-reactive protein testing. They selected a cohort of beneficiaries who had undergone such testing but did not have cardiovascular disease claims in the previous 6 months. In another example, Foy et al. (2015) used Marketscan records from over 420,000 patients who arrived at an ER with chest pain to compare diagnostic testing strategies. They classified the patients into five testing strategies and used regression analysis to compare subsequent medical outcomes and resource utilization across the five groups.

Although EHR and claims databases offer major opportunities for CER of diagnostic tests, they also present significant challenges to the analyst. In addition to the general problems with secondary databases, as discussed for example in Chapter 14 for EHRs, secondary databases can be deficient in the availability of important information for the evaluation of diagnostic tests. In particular, deficiencies have been reported in the availability of information about the context in which a test was performed (indication, patient filtering, and previous tests), the clinical characteristics of the patients (especially in claims databases), the results of the test, and the role of the test in subsequent diagnostic and therapeutic decisions. These challenges are compounded by “defensive medicine” practices, which can result in a preponderance of unnecessary testing, and by “creative” coding practices of healthcare providers.
In some settings, suitable proxy information has been defined that can be used in subsequent studies. For example, algorithms for identifying screening mammograms and evaluating cancer detection rates using CMS claims data have been developed (Hubbard et al. 2015; Fenton et al. 2016). However, a lot of work remains to be done to develop similar methods for other diagnostic tests. Progress in this effort will depend on the speed with which EHR and large administrative databases can evolve to incorporate critically needed data elements.

17.3.2 Prospective Registries

The development of prospective registries is a particularly attractive approach for the evaluation of the impact of diagnostic tests in the field. Indeed, the use of registries in this area of CER is becoming widespread, especially in the evaluations of modalities for screening and early detection. For example, the recent CMS call for Coverage with Evidence studies of CT screening for lung cancer has given rise to registries collecting data on individuals undergoing such screening across the country (CMS 2016, Lung cancer registries). As another example, a long-standing registry in the area of breast cancer was organized by the Breast Cancer Screening Consortium and led to a wealth of information about the accuracy and outcomes of mammography screening (BCSC website, Ballard-Barbash et al. 1997).

Registries by necessity collect narrowly defined information on their participants and do not generally contain the level of clinical detail that exists in EHRs. In addition, registries do not achieve the broad population coverage that can be achieved by claims databases. However, registries can serve as the core of an ecosystem of studies that link information on registry participants that exists in other sources (such as insurance claims, EHR, and other registries).

Here, we discuss two recent examples of prospective registry-based studies that address questions outside cancer screening. The first is the National Oncologic PET Registry (NOPR), which was used to study the impact of positron emission tomography (PET) for cancer patients. The second is the IDEAS study, which includes a prospective registry of Medicare beneficiaries with mild cognitive decline who undergo brain amyloid plaque scanning with PET.

17.3.3 National Oncology PET Registry: A Study of the Effectiveness of PET for Cancer Patients

The NOPR was a public–private collaboration organized to assess the effect of PET on referring physicians’ plans of intended cancer patient management (NOPR web site, Hillner et al. 2007). The impetus was a Coverage with Evidence Decision (CED) by CMS, which called for evidence on the impact of PET on the care of patients across a wide spectrum of cancer indications for
PET, not covered by the Medicare program at the launch of the registry. The goal of NOPR was to assess the impact of PET by cancer type, indication (diagnosis, staging, restaging, and recurrence), patient performance status, physician’s role in management, and type of particular PET scan. A large number of patients (in excess of 200,000) were accrued to the NOPR within a 3-year period, providing national coverage, as needed for a CED study.

The primary assessment of PET impact in NOPR was made by determining whether the information from the PET scan led to a change in management plans for the patient. To make this assessment, the registry collected information on patient management plans before and after the PET scan. The workflow in NOPR is summarized in Figure 17.3. Ultimately the registry data showed that the PET scan was followed by a change in intended management for 36.5% of registry participants, across all indications (Hillner et al. 2008). Several publications from the study report on particular aspects such as the impact on patient management by cancer type, and the impact on monitoring treatment decisions (Hillner et al. 2008, 2009).

As noted above, information from registries can be linked to information from other sources to study aspects of care and outcome that are not covered in the narrow focus of the registry. In the case of NOPR, data on registry participants who were Medicare beneficiaries were linked with CMS claims information on these participants. This linkage made it possible to address a key question about NOPR, namely whether the change in intended care assessed by the registry actually agreed with patient management as determined by CMS claims data. The results of this comparison showed moderate concordance between intended and actual treatment (Hillner et al. 2013). Interestingly, the NOPR results are generally in agreement with those from prospective clinical studies of the impact of PET conducted in Australia (Scott et al. 2008; Fulham et al. 2009).
The potential strengths of NOPR and other similar, pragmatic, prospective registries are important. Such registries can provide extensive, timely, “real world” data that are very difficult and expensive to collect in clinical trials. It is relatively easy to organize and control the collection of registry data prospectively. It is also possible to link registry data to data from other information sources and expand the scope of the study that can be done by the registry alone.

The potential weaknesses are many and flow mainly from the narrow range of information that can be efficiently collected and the corresponding narrow focus of the questions that can be addressed in a pragmatic registry. In particular, (a) NOPR evidence documents change in intended patient management but not actual management; (b) there was no assessment of whether intended management changes were actually appropriate; (c) there was no information on whether the use of PET improved long-term outcomes for cancer patients; (d) the registry was useful in assessing the impact of a particular test but could not address the broader question of how PET should be used in the flow of cancer patient care; and (e) the NOPR registry did not include a control arm in which cancer patients did not undergo PET testing. These weaknesses stemming from the particular approach in the NOPR registry should be added to the broader concerns about the potential for selection and bias in data obtained from these observational registries.

17.3.4 Adding a Control Arm to a Registry Study: The IDEAS Study

The IDEAS study is a recently launched effort to assess aspects of the effectiveness of amyloid plaque PET imaging in patients with mild cognitive impairment who are at risk of developing Alzheimer’s disease (AD). As in the case of NOPR, the impetus for the study was a CED announcement from CMS. The protocol and other details of the study are available from its website (IDEAS website).

As noted earlier in this chapter, a positive amyloid PET test result is strongly predictive of the eventual onset of AD. However, approved therapies for AD are not currently available. There are few established guidelines on how to use the amyloid test results and the onset of AD may take a considerable period of time after the amyloid scan. This is a classic situation in medicine where diagnosis is ahead of therapy and where CER studies of diagnosis are particularly challenging.

Although the evaluation of the impact and effectiveness of amyloid PET is difficult, there is still potentially significant value in the information from an amyloid plaque test. On the one hand, the test result may be used to exclude other types of cognitive disease and thus help avoid unnecessary medications. On the other, the test result may help the clinician formulate appropriate patient-counseling strategies that could ameliorate the effects of the eventual onset of AD. Thus, the IDEAS study chose to evaluate two separate endpoints, (a) the impact of the test on the planned care of patients and
(b) the impact of the test on downstream healthcare utilization as assessed by Emergency Department visits and hospitalizations in the period following the test. The current design calls for 18,500 participants to be enrolled in the registry arm of the IDEAS study.

The assessment of the first endpoint is being done via a prospective registry of patients who fulfill appropriate use criteria for amyloid plaque scanning (Johnson et al. 2013). As in NOPR, this is a pre- to post-test comparison of patient management plans reported by the treating physicians. Importantly, the registry is already linked to CMS claims data, and such data will be used to ascertain what the actual care and the course of the disease will be on the registry participants.

The assessment of the second endpoint requires a control group of patients who do not undergo amyloid plaque testing. The IDEAS study plan is to develop such a control group by matching registry patients to control patients selected on the basis of their longitudinal profile as constructed from CMS records. An elaborate matching algorithm has been developed requiring access to 100% Medicare claims data as nearly concurrent as possible to the timeframe of the registry. Propensity scores and other methodology described in Chapters 1–4 will be used in the comparative analysis of the registry to the control arm.

17.3.5 The Role of Modeling

Decision modeling and simulation analysis, notably microsimulation, have significant promise as CER methodologies for both therapy and diagnosis. Chapter 14 provides a detailed account and examples. In the context of diagnosis and prediction, modeling is used to link test and outcome by making use of available information in a systematic and transparent way.

To build the bridge from tests to outcomes, modeling utilizes and integrates information from empirical studies on test accuracy, course of the disease, effectiveness of therapeutic interventions, utilities, and costs. A major capability of modeling is that, in contrast to prospective trials that are bound to the narrow confines of the design of the protocol, modeling analysis can assess a range of scenarios, with different assumptions about each of the particular components of the model. Thus, modeling can be a realistic approach to develop information for clinical and health policy questions about the use of tests.

A recent example of a major modeling initiative in cancer screening is the Cancer Intervention and Surveillance Modeling Network (CISNET), organized by National Cancer Institute (NCI) (CISNET web site, CISNET 2012). CISNET collaborators developed and compared models for assessing the impact of several cancers, including breast, lung, and colorectal cancer (CISNET Breast Cancer Collaborators 2006; Habbema et al. 2006; Zauber et al. 2008). Full-scale modeling analyses of the impact of tests in other healthcare contexts such as diagnosis, staging, and prediction have been less common.
17.4 Discussion

This chapter’s survey of potential options for CER studies of tests for diagnosis and prediction, on the one hand, identified significant methodologic and pragmatic challenges in this area and, on the other, highlighted several potential approaches that hold promise to provide useful information. Importantly, the survey also highlighted the need for methodological flexibility that would allow the effective use of analytic tools and databases.

Randomized studies are feasible in this space but it is not difficult to argue on pragmatic grounds that such studies will continue to be far less prevalent than randomized studies in CER of therapeutic interventions. Large secondary databases hold great promise but, currently, they may lack key portions of the specific information needs for studies of diagnosis. The use of prospective registries has significant merit in this area of CER, especially when registry information can be combined with other sources.

The ability to conduct empirical studies of diagnostic tests will undoubtedly be enhanced in the environment of the emerging organizational structures in health care. The growth of integrated healthcare systems and Accountable Care Organizations, on the one hand, makes it easier to collect and integrate data collection systems and processes that cover the continuum of care and, on the other, aligns diverse interests and incentives for supporting CER studies.

Finally, the evaluation of the impact and effectiveness of modalities for diagnosis and prediction is particularly suitable for modeling analyses, as has been demonstrated in the screening context. The role of modeling in the effort to link diagnosis and prediction to outcomes can only grow.
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Nondeterministic compliance status, 66–68
Nonexperimental arm, 185
Nonimputation approach, 391–393, 395
Noninferiority trials (NI trials), 276, 280
Noninformative prior distributions, 395
Nonselective nonsteroidal anti-inflammatory drugs, 52
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    using mvmeta command, 357, 364, 366
“State explosion” problem, 426
State transition models, 415, 416, 420; see also Decision model
    CD4 count, 420–421
    clinical detail, 424–426
    cohort membership, 423
    “cohort simulation” method, 422
    cumulative utility, 423
    HIV disease, 421–422
    HIV+ state, 425
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Time-varying factors, 108, 116, 121
TMLE, see Targeted maximum likelihood estimator
Toxicity, 110, 111, 116, 303
Tracker variables, 426, 427, 428
Transportability, 179
Treatment assignment
A-IPTW, 16
assessing validity of assumptions, 17–18
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